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1 Introduction
This paper discusses resource allocation for Mode-1 and Mode-2. In companion contributions we provide signalling details for grants [2] and SAs [3].
2 Resource Allocation Protocol

In order to clarify the discussion, we define the following:

· A scheduling cycle is a subset of subframes with a pre-defined or configured position relative to the system time, SFN (Figure 1). In our proposal, the scheduling cycle is 160ms long and is cell-specific. 

· Each scheduling cycle may include both SA subframes and ProSe data subframes.

· All SAs transmitted within scheduling assignment n refer to data transmitted during scheduling cycle n+1.

· Each SA resource pattern schedules exactly one scheduling cycle
· Each data resource pattern (RPT) schedules exactly one scheduling cycle

· Each SA resource pattern schedules exactly one scheduling cycle
Note that, in principle, the SA pattern and data pattern lengths can be decoupled in the system design. However, such level of flexibility seems unjustified and a simpler design based on the common scheduling cycle is proposed here.
For Mode 1, SA resources and ProSe data resources are allocated by the eNB. The resource grant from the eNB determined the contents of the SA and the resource allocation for both SA and associated data transmissions. We do not see the need for semi-persistent scheduling and consider that each SA/data cycle is scheduled independently of the previous ones. Resource grants from an eNB always schedule SAs in the earlies possible scheduling cycle, provided that the first SA to be transmitted in the pattern is at least 4ms ahead in time. 
SAs always schedule data patterns in the directly following scheduling cycle. By SA pool construction it is easy to enforce that a spacing of at least 4ms is present between SA and associated data patterns.

For Mode-2, we consider a similar resource allocation as discovery Type-1 where UEs select a random SA resource and associated RPT within the (pre)-configured Mode-2 pools.

Proposals:

· For Mode-1, each eNB grant schedules SA and data resources for a single scheduling cycle;

· Resource grants from an eNB always schedule SAs in the earlies possible scheduling cycle, subject to latency constraints.
· For Mode-2, each UE selects a random SA and associated data resource pattern for each scheduling cycle.
· The SA and associated data are always spaced by at least 4ms

It was observed at RAN1#76bis that SAs reception may be rather unreliable due to, e.g., unpredictable inband emissions, collisions, duplex constraints or link limitations. We agree indeed that SA reliability at system level may be significantly below the performance shown at link level and we suggest two complementary ways of improving SA reliability:

1. Transmission of redundant SAs in Mode-1 (under eNB control). This is discussed in more detail in Section 3.1.
2. Data transmissions at scheduling cycle n may include a pointer to the following data transmission at scheduling cycle n+1, in the MAC header [4]. This is particularly useful for stable and loss-sensitive traffic such as VoIP.
Proposals:

· Data transmissions at scheduling cycle n may include a pointer to the following data transmission at scheduling cycle n+1, in the MAC header.
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Figure : Signaling flow for Mode-1 resource allocation. In this example, the eNB selects SA patterns with N=1 SA/cycle and the selected SA resource is different at different cycles. The grant becomes effective at the next SA cycle (excluding a 4ms scheduling latency). The SAs received at scheduling cycle n refer to data transmissions at cycle n+1. Data received at cycle n may include scheduling information multiplexed with the MAC header to improve reliability of reception at cycle n+1.
2.1 Receiver Behavior

Before defining resource allocation details, it is important to agree on the receiver behaviour. We propose to agree on the following clarifications:
Proposals:

· From a receiver perspective Mode-1 and Mode-2 are not distinguishable

· The receiver determines the SFN based on D2DSS and MIB, identifies SA and Mode-2 pools based on SIB and monitors SA resources accordingly.
3 Pre-defined Time-Domain Patterns Design
A transmission resource pool is a set of time and frequency resources from which a UE-specific resource configuration for ProSe transmissions may be selected. Resource pools can either be pre-defined or configured by the network. Each resource pool is based on a non-empty set of pre-defined time-domain patterns.The resource pools are typically cell-specific or pre-configured [5]. The patterns for SA and data (RPT) need to be specified in order to allow signalling of time-domain pattern indexes in the resource grants and SA. In this section we provide principles for the pattern design and some examples.

Proposal:

· Resource patterns for data and SA span resources from respectively the data and SA resource pools.

3.1 Pre-defined SA Time-Domain Patterns Design
· SA resource pools consist of equally spaced SA subframes. An SA subframe periodicity of 40ms is considered in our contributions.

· The index of the subframes carrying SA may be configured by the eNB, by SIB. 
· D2DSS is multiplexed in the same subframes that carry the associated SAs
· Within the SA pool, different SA patterns are defined for Mode-1 and Mode-2:
· SA patterns with N={1,2} SA transmissions per scheduling cycle are specified for Mode-1.
· For N=2, the same SA is transmitted twice within the cycle.

· SA patterns with N=1 SA transmission per scheduling cycle are specified for Mode-2. N=2 is prevented from Mode-2 UEs in order to avoid uncontrolled SA resources congestion.

· For FDD, SA transmissions are always dropped whenever they collide with PRACH resources.

· The sets of pre-defined SA patterns may be different for FDD and TDD.
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Figure 2.  Example of pre-defined SA patterns. For each pattern, the transmitter sends SA is in the blue subframe(s). The first 4 patterns are common to mode-1 and mode-2, the remaining 6 are only for mode-2.
Proposal:

· Consider the time patterns in Figure 2 for SA transmission

3.2 Pre-defined Data Time-Domain Patterns Design (RPT)

· Data resource pools consist of a number of data subframes for mode-1 and/or mode-2 transmissions
· The data resource pools are configured by the eNB, by SIB. 
· SA subframes may occasiobally collide with the data pool, according to eNB configuration

· For FDD, ProSe data transmissions are always dropped whenever they collide with PRACH resources.
· The sets of pre-defined data patterns may be different for FDD and TDD.

· The patterns determine the positions of the retransmissions in time domain

· A minimum 4ms spacing is assumed between retransmissions of the same TB, to cope with processing latency

· Different patterns are defined for different traffic types

· At least for VoIP only one HARQ process/UE is assumed.
· At least for FDD VoIP, patterns are 160ms long but they are periodic every 20ms.
In [6] we have analysed VoIP performance and come to the conclusion that each VoIP packet requires 4 blind retransmissions every 20ms. We have also argued in favour of time randomization between different RPTs, in order to cope with the half duplex constraints. In Figure 3 we present some example data patterns that show how to randomize resources within a data pool of 5 subframes every 20ms. Note also that retransmissions are spaced by at least 4ms.
We also observe that some common TDD configurations have low UL subframes density and data patterns design principles may need some special adjustment to cope with such constraints. Therefore, in this contribution we focused on the relatively easier FDD case.
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Figure 3: Example data patterns for FDD VoIP. The patterns repeat every 20ms.
In addition to the data subframes shown in Figure 3, the carrier will also include SA subframes with periodicity of 40ms, as discussed in Section 3.1. The SA subframes may or may not overlap with data subframes, depending on eNB configuration.
Proposal:

· Consider the time patterns in Figure 3 for data transmission (RPT) of VoIP in FDD carriers.
4 Summary

The following have been proposed in this contribution:
Proposals:

· For Mode-1, each eNB grant schedules SA and data resources for a single scheduling cycle;

· Resource grants from an eNB always schedule SAs in the earlies possible scheduling cycle, subject to latency constraints.
· For Mode-2, each UE selects a random SA and associated data resource pattern for each scheduling cycle.

· The SA and associated data are always spaced by at least 4ms

· Data tranamissions at scheduling cycle n may include a pointer to the following data transmission at scheduling cycle n+1, in the MAC header.

· From a receiver perspective Mode-1 and Mode-2 are not distinguishable

· The receiver determines the SFN based on D2DSS and MIB, identifies SA and Mode-2 pools based on SIB and monitors SAresources accordingly.

· Resource patterns for data and SA span resources from respectively the data and SA resource pools.

· Consider the time patterns in Figure 2 for SA transmission

· Consider the time patterns in Figure 3 for data transmission (RPT) of VoIP in FDD carriers
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