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1. Introduction
Resource allocation for D2D communication was discussed in RAN1#76 and the following working assumptions and agreements were made:
Working Assumption:

· For D2D broadcast communication, scheduling assignments that at least indicate the location of the resource(s) for reception of the associated physical channel that carries D2D data are transmitted by the broadcasting UE

· The indication of resource(s) for reception may be implicit and/or explicit based on scheduling assignment resource or content

· Scheduling assignments use PUSCH structure for transmission

· Details of PUSCH structure including DMRS and RE mapping are FFS

· At least the following are not precluded from further study: Scheduling assignments piggybacked with data, or indicated over DMRS

· For Mode 2

· A resource pool for scheduling assignment is pre-configured and/or semi-statically allocated

· FFS whether the resource pool for scheduling assignment is same as the resource pool for D2D data 

· UE on its own selects the resource for scheduling assignment from the resource pool for scheduling assignment to transmit its scheduling assignment

· For Mode 1 

· the location of the resources for transmission of the scheduling assignment by the broadcasting UE comes from the eNodeB 

· the location of the resource(s) for transmission of the D2D data by the broadcasting UE comes from the eNodeB 

Agreements:
· From a transmitting UE perspective a UE can operate in two modes for resource allocation:
· Mode 1: eNodeB or rel-10 relay node schedules the exact resources used by a UE to transmit direct data and direct control information
· FFS: if semi-static resource pool restricting the available resources for data and/or control is needed
· Mode 2: a UE on its own selects resources from resource pools to transmit direct data and direct control information
· FFS if the resource pools for data and control are the same
· FFS: if semi-static and/or pre-configured resource pool restricting the available resources for data and/or control is needed
· D2D communication capable UE shall support at least Mode 1 for in-coverage

· D2D communication capable UE shall support Mode 2 for at least edge-of-coverage and/or out-of-coverage

· FFS: Definition of out-of-coverage, edge-of-coverage, in-coverage

For the resource allocation Mode 2, it is important for each Tx UE how to determine the data resource and the related SA resource. In this contribution, we adopt the concept of SA resource pool which is similar to the data resource pool treated in previous meetings [1]. And we discuss on the details of configuration of the SA resource pool for the distributed resource allocation.

2. Mode 2 resource allocation for D2D communication
2.1. UE behavior related to scheduling assignment
SA resource pool can be separated into two parts (i.e. SA resource pool 1 and SA resource pool 2 in Figure 1) as proposed in [2]. Figure 2 shows the more details on the UE behavior related to scheduling assignment. For every SA period, the active Tx UEs (storing SA values) can change the SA content with the probability of P (i.e. 0≤P≤1). UEs keeping the previous scheduling assignment send scheduling assignment in SA resource pool 1 for a newly coming reception UE to get the control information timely. UEs changing resource assignment or newly coming Tx UEs  (without SA values) can send scheduling assignment in SA resource pool 2. 

For resource allocation mode 2, by using the random backoff mechanism the resource collision can be mitigated. Putting multiple contention windows in a contention period (or SA resource pool 2), each Tx UE select a contention window to access according to a random backoff value within a certain range (which is related to the size of the contention window). As the UEs changing resource assignment can take into consideration the resource assignment of the existing UEs, the UEs selecting the backoff value 0 monitor the SA resource pool 1 only. Additionally, the UEs selecting the backoff value 1 can also monitor the first contention window (CW #0). Likewise, the UEs selecting the backoff value k monitor both the SA resource pool 1 and the previous contention windows (CW #0~CW #(k-1)).
The receive UE needs to decode scheduling assignment blindly from the configured scheduling assignment pool. For UEs inside network coverage or in the edge-of-coverage, eNB can signal the scheduling assignment pool to the receive UEs to reduce the blind decoding attempts. UEs within network coverage or in the edge-of-coverage can forward the resource pool configuration to UEs outside network. PD2DSCH can be used for this scheduling assignment pool configuration forwarding so that the UEs outside network coverage can acquire the resources for blind detection of scheduling assignment after the synchronization is completed. All the other necessary information, including the resource configuration for D2D data transmissions, can be forwarded via high-layer signaling which can be received by detecting the scheduling assignment transmitted by the information-forwarding UE [2]. In order to facilitate the data resource pool configuration, part of the SA resource can be reserved as scheduling assignment for control information transmission.
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Figure 1. An example of using resource assignment pool 1 and pool 2.
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Figure 2. SA resource allocation  for Mode 2
Proposal 1: SA resource pools for the SA non-changing UEs and SA changing UEs are separated in a TDM manner.
2.2. Evaluation of the SA resource pool change
The evaluation is carried out to observe the D2D communication performance according to the probability of changing SA and the size of contention window. The probability of changing SA (i.e. P) ranges from 0.1 to 1.0 and the size of contention window varies 1 to 8. More details on simulation assumptions are shown in Appendix A. From Figure 3 to Figure 5, we show the evaluation results for 3 Tx UEs per cell for UE dropping models of outdoor uniform, outdoor uniform and indoor outdoor mixture. 

A general observation of these results is that the larger the contention window size the better performance as can be easily predicted. Using many contention windows prevent collision between SA transmitting UEs, but due to the increased overhead a proper value should be decided. In particular, from Figure 3 (d), Figure 4 (d) and Figure 5 (d), for the large size of contention window (CW=8), the variation of P do not show a significant difference in performance. Another observation is that if each Tx UEs change SA content with high probability, the more UEs are participating in SA resource contention and it also causes performance degradation. Thus, the performance is better for the smaller the P value in most cases. For very small value of P, it shows the similar performances regardless of the size of contention window.
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(a) CW Size = 1                                            (b) CW Size = 2
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 (c) CW Size = 4                                            (d) CW Size = 8
Figure 3. Performance of D2D communication – Outdoor uniform
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Figure 4. Performance of D2D communication – Outdoor hotspot
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Figure 5. Performance of D2D communication – Indoor Outdoor mixture
3. SA resource pool and data resource pool configuration
For D2DSS multi-hop relaying operation, it can be easily inferred that closely-located Tx UEs have the same or (at least) similar hopping count value over the multi-hop relaying operation. It was noted that the inband-emission effect can be mitigated by clustering the closely-located Tx UEs into the same resource pool coordinated in TDM manner [3]. Then it can be beneficial to use the same data resource pool for the Tx UEs with same hop-count and it also implies that the hopping count value can be aligned with the resource pool number. It should be taken into account how to indicate the information about the relation between hop count and resource pool using the multi-hop relaying operation. 
· Alt 1) eNB / I-SS broadcasts the whole information of resource pool that is used in each hop count and the relay UEs in next hop forward the information successively. : This information can be transmitted via a pre-defined channel (e.g. D2D communication channel). A Tx UE can find the data resource pool to transmit signals by comparing this information and its own hop-count.
· Alt 2) Relay UE (including eNB / ISS) forwards the information of its own data resource pool. : This implies that it is recommended for the clusters in the next hop to use one of the remaining resource pools. 
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Figure 3. forwarding information of resource pool configuration in Alt 1)
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Figure 4. forwarding information of resource pool configuration in Alt 2)
Proposal 2: Information of the whole or part of the resource pool configuration RP is multi-hop relayed.

· Alt 1) eNB / I-SS broadcasts the whole information of resource pool that is used in each hop count and the relay UEs in next hop forward the information successively. 

· Alt 2) Relay UE (including eNB / ISS) forwards the information of its own data resource pool. 

4. Conclusion
This contribution discusses on the SA resource pool configuration and resource unit selection for D2D communication. Based on the analysis and simulation results, the following observations were made:

 Proposal 1: SA resource pools for the SA non-changing UEs and SA changing UEs are separated in a TDM manner.

Proposal 2: Information of the whole or part of the resource pool configuration RP is multi-hop relayed.

· Alt 1) eNB / I-SS broadcasts the whole information of resource pool that is used in each hop count and the relay UEs in next hop forward the information successively. 

· Alt 2) Relay UE (including eNB / ISS) forwards the information of its own data resource pool. 
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Appendix A. Simulation parameters and assumptions

	Carrier frequency
	700MHz

	Number of UEs
	1,824 (32 UEs per cell)

	Number of transmitter UEs
	3 UEs per cell

	Tx Power
	23 dBm

	Frequency offset
	100 Hz

	Channel and UE drop model
	1) Outdoor uniform drop
2) Outdoor hotspot drop (2/3 of UEs are within 40m radius)

3) Indoor-Outdoor mix drop (2 indoor hotspot buildings per sector, 80% indoor, 20% outdoor)

	Number of antennas
	1 Tx, 2 Rx

	System bandwidth
	10MHz

	CP length
	Normal CP

	Modulation
	QPSK

	Coding rate
	0.342 (328bits in 4RBs 164 QPSK symbols in 480 REs ) 

	Traffic model
	VoIP traffic as agreed in [74-12]

	Resource allocation
	Energy sensing based resource allocation with random backoff

	Packet duration
	4 RBs repeated over 4 subframes

	SA period
	100ms
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