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1 Introduction

The synchronization procedure is one of the major open aspects that was discussed during the LTE Rel. 12 study item on proximity services [1]. In our companion contributions [2]-[3], we have analyzed the amount of synchronization hops in out of coverage public safety deployment scenarios. In this contribution, we analyze amount of unique timings that may need to be tracked by UEs in order to facilitate D2D communication among different synchronization areas.
2 Amount of Hops vs Amount of Unique Timings
It should be noted that the amount of unique timings that UE may need to track depends on the size of synchronization area. At the same time, the synchronization area size depends on the number of synchronization hops. The larger number of synchronization hops is used the smaller number of unique timings needs to be tracked by the majority of UEs. On the other hand, with the increase of hop count the synchronization error also grows which makes problematic communication between devices deriving timing from synchronization sources at the last hop.
The amount of unique timings tracked by the UE is one of the important technical parameters for communication between synchronization areas. If UEs monitor fixed number of the “best” unique timings then there is a probability that certain D2D UEs may not be able to communicate with each other, although they may be within transmission range from each other. This situation may happen because D2D UEs/receivers may not track the unique timing used by the D2D transmitter.
Observation 1
· There is a tradeoff between number of synchronization hops and amount of unique timings tracked by UEs for the sake of communication between synchronization areas.
· The communication between synchronization areas is affected by the number of unique timings monitored by UEs.
3 Unique Timings - System Level Analysis
In this section, we analyze synchronization procedure #4 described in [3] and evaluate how the number of unique timings tracked by UEs affects communication between UEs in different synchronization areas. We use the same terminology to characterize different node types as in [3]:
1) Independent Synchronization Source (I-SS) – The node which transmits D2DSS and does not derive own timing from other synchronization sources. Its propagation hop count is always set to 0.

2) Gateway Synchronization Source (G-SS) – This node derives timing from I-SS and/or G-SS and propagates timing to the UEs in the neighborhood by transmitting D2DSS signals. Its propagation hop count is in the range from 1 to N-1, where N-is the maximum number of hops supported by the synchronization method/protocol. For two hops, N is equal to 2.

3) D2D-UE – This is the normal UE with activated D2D functionality, which detects and derives timing from the I-SS or G-SSs, but does not autonomously transmits D2DSS.
3.1 Analyzed Synchronization Procedure
In current analysis, we assume sequential in time and random in geographical area appearance of the terminals. For multi-hop timing propagation we use synchronization procedure #4 described in [3] and briefly outlined below:
· Synchronization Procedure 4 – Multi-hop timing propagation with I-SS muting and last hop used for reception only. The new node may become I-SS (hop count n = 0), if it cannot detect other I-SSs or G-SSs with hop-count number less than the maximum number of hops-1 (i.e. < N-1). The node becomes G-SS with hop count n, if it detects G-SS node with lower hop count (n-1). When new node detects two or more I-SSs, it becomes G-SS and selects one of I-SSs as synchronization source and propagates its timing. The remaining I-SSs mute their operation, when detect G-SS with hop count (n = 1) propagating from the neighboring I-SS. In addition the last hop is used for reception only, i.e. terminals do not use it to derive D2D transmit timing.
In all considered cases, the hop count is prioritized for synchronization source selection, the received power is used to select between synchronization sources with lowest detected hop count.
3.2 D2D Receiver Coverage vs Amount of Monitored Timings

For analysis of the number of unique timings that may need to be monitored by the UE, we evaluate the metric called here D2D receiver coverage ratio. The D2D receiver coverage ratio is defined as the ratio between the number of UEs within transmitter association (RSRP) range that monitor the timing of D2D transmitter to the total number of UEs within association range. In current analysis, we assume that each UE monitors the predefined number of timings.
3.3 System Level Simulation Results

In this section we provide system level simulation results and present the CDF of D2D receiver coverage ratio for different number of hops and amount of timings are tracked by the UE. In order to check dependency on the amount of hops we evaluate multi-hop synchronization procedure described in [3] and outlined above for 3 and 4 – hops. Figure 1 shows CDF for different number of predefined unique timings monitored by UEs.
	[image: image1.emf]0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

D2D Receiver Coverage Ratio vs. Monitored Timings Number, Synchronization Procedure #4

D2D Receiver Coverage Ratio

CDF

 

 

1 Monitored Timing, 4 hops

2 Monitored Timings, 4 hops

3 Monitored Timings, 4 hops

4 Monitored Timings, 4 hops

5 Monitored Timings, 4 hops

1 Monitored Timing, 3 hops

2 Monitored Timings, 3 hops

3 Monitored Timings, 3 hops

4 Monitored Timings, 3 hops

5 Monitored Timings, 3 hops


a) Layout Option 5 – Outdoor
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b) Layout Option 5 - Hotspot
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c) Layout Option 5 - Indoor/Outdoor Mix


Figure 1: D2D Receiver Coverage Ratio vs Amount of Monitored Timings (SP#4)
Based on the analysis of the system level simulation results we draw the following observations:
Observation 2
· For the fixed amount of monitored timings and synchronization hops, the D2D receiver coverage ratio varies depending on the deployment scenario.
· D2D receiver coverage ratio depends on the maximum number of synchronization hops and amount of timings monitored by UEs.
· Assuming that UE can monitor up to 3 unique timings the high D2D receiver coverage ratios can be achieved

· For D2D coverage ratio >= 0.9 there is no substantial difference between scenarios with 3 and 4 synchronization hops (see Table 1).
Table 1: Percentage of UEs with that cover >= 90% of D2D receivers (each UE tracks the 3 best unique timings)
	
	Uniform
	Hotspot
	IO mix

	3 hops
	90%
	92%
	70%

	4 hops
	96%
	98%
	70%


It should be noted that for indoor/outdoor mix scenario the increase of the amount of synchronization hops and tracked timings does not substantially increase D2D coverage ratio unless UE is mandated to track all timings within association range. This behavior can be explained by the specific of the scenario where 20% of users are outdoor UEs surrounded by large number of indoor UEs that established synchronization areas.
In the appendix A, we provide similar analysis for the baseline multi-hop synchronization procedure, where last hop can be used to derive D2D transmit timing and there is no muting of I-SS by G-SS with hop count 1. As it can be seen the amount of timings that needs to be monitored by the UE increases substantially. This can be explained by the increased number of asynchronous synchronization areas as was evaluated and shown in [3].
Observation 3
· Three synchronization hops and three monitored timings are practically sufficient to enable communication between synchronization areas in different deployment scenarios.
Proposal 1
· Multi-hop synchronization procedure with up to 3 hops is supported in out of network coverage scenarios.
· To reduce amount of unique reference timings the autonomous muting of I-SS by G-SS with hop count = 1 is supported.
· The amount of monitored timings is UE implementation specific aspect.
4 On Synchronization Challenges for Communication between Synchronization Areas
Terminals associated with different synchronization areas may not be able to track the timing of the neighboring synchronization area continuously and periodically due to several reasons:
· D2D transmitter cannot do it due to full duplex constraint. The data transmission may overlap in time with the periodical synchronization resources in neighboring synchronization area.
· Monitoring of unique timings by the D2D receiver may be blocked/interfered by D2D data transmissions from the same synchronization area (e.g. D2D transmitter is much closer to the D2D receiver than synchronization source (SS) from the neighboring synchronization area).
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Figure 2: Monitoring timing of neighbour synchronization area – Blocking by D2D Transmitter.
The first problem may be not so critical because this is a receiver responsibility to track timing used by the D2D transmitter for communication. However this will randomly interrupt the tracking of neighboring synchronization areas at the transmitter side depending on the transmission activity and resource allocation pattern in synchronization area. Note that this is not the typical behavior in cellular environment where UE can periodically track the synchronization signal transmitted on the same carrier frequency. The second aspect is more general since if one of the nearby transmitters from the same synchronization area periodically blocks the monitoring of the timing, the D2D receiver may not be able to keep track of timing/frequency of neighboring synchronization areas, e.g. due to skipping D2DSS processing for relatively long time. The latter may further degrade the data reception from the neighboring synchronization area, even if blocking D2D transmitter stopped transmission. This may be especially the case, if periodicity of the D2DSS signal transmission is rather large, since the D2D receiver will need to wait for a long time to process D2DSS and re-establish synchronization. Therefore, relatively short periods of D2DSS transmissions are beneficial for communication between sync areas.
Based on the discussion above we conclude that communication across synchronization boundaries is subject to many practical constraints, including data transmission activity within synchronization area. One of the potential mechanism to overcome the timing monitoring problem is to introduce silence periods (D2D measurement gaps) across all UEs in given synchronization area. The silence duration should be sufficient to receive and process at least one region/resources with D2DSS synchronization signal transmission that can be used to keep synchronization in neighboring area. The periodicity of the measurement gaps should be sufficient to keep synchronized by monitoring timing between measurement gaps intervals.
Observation 4
· Single short synchronization and frequent D2DSS transmissions are beneficial for communication between synchronization areas.

· Synchronization area specific silence periods can facilitate monitoring of multiple timings and communication between synchronization areas.
Proposal 2
· Consider to introduce synchronization area specific silence periods to monitor unique timings and keep synchronization with neighbor synchronization areas.
5 Conclusions
In this contribution, we analyzed the amount of unique timings that need to be tracked by the UE in order to support communication between different synchronization areas. According to our analysis, the number of monitored timings significantly depends on the deployment scenarios and synchronization procedure. The increase of the number of synchronization hops reduces the amount of unique timings that needs to be tracked by the UE. Our analysis has shown that three synchronization hops and three monitored timings are practically sufficient to enable communication between synchronization areas in different deployment scenarios. In addition, we notice that communication between synchronization areas is subject to practical constraint, such as for example overlapping of synchronization region with data transmission periods that may lead to the loss of synchronization. Based on current analysis we have following proposals:

Proposal 1
· Multi-hop synchronization procedure with up to 3 hops is supported in out of network coverage scenarios.
· To reduce amount of unique reference timings the autonomous muting of I-SS by G-SS with hop count = 1 is supported.
· The amount of monitored timings is UE implementation specific aspect.
Proposal 2
· Consider to introduce synchronization area specific silence periods to monitor unique timings and keep synchronization with neighbor synchronization areas.
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Appendix A – Amount of Unique Timings Tracked
In this appendix, we provide CDF statistic of the D2D receiver coverage ratio for multi-hop synchronization procedure # 1 (see [3] for details). Comparing these results with data presented in Figure 1 it can be concluded that synchronization procedure #4 requires substantially smaller number of unique timings to be tracked by the UE to achieves the same D2D receiver coverage ratio.
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a) Layout Option 5 – Outdoor
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b) Layout Option 5 - Hotspot
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c) Layout Option 5 - Indoor/Outdoor Mix


Figure 3: D2D receiver coverage ratio vs amount of monitored timings (SP#1)
Appendix B – System Level Evaluation Assumptions

	Parameter
	Value

	Deployment scenarios
	Out of coverage, Option 5, 57 cells, ISD = 1732m [1]

 REF _Ref367726931 \r \h  \* MERGEFORMAT 

1) Uniform drop (100% outdoor),

2) Hotspot drop (100% outdoor),

3) Indoor-Outdoor mix drop (2 indoor hotspot buildings per sector, 80% indoor, 20% outdoor)

	D2D spectrum
	700 MHz @ 10 MHz

	Maximum TX power
	23 dBm

	Power control
	Maximum power transmission

	RSRP threshold
	-112 dBm

	Pathloss model
	According to [1]
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