Page 1

3GPP TSG RAN WG1 Meeting #76
R1-140052
Prague, Czech Republic, February 10-14, 2014

Agenda item:
7.2.8.1.2

Source:
Huawei, HiSilicon

Title:
Considerations of D2D Communication

Document for:
Discussion/Decision

1 Introduction

At the RAN1 #74 meeting, the highest priority was given to D2D Communication as captured in [1] according to RAN #60: Focus on broadcast D2D communication for the public safety use case, on the understanding that that basic groupcast and relay functionality (for network-UE relay case) is supported by broadcast D2D communication.

At RAN#61, focus on the priority 1-2-3 items in [2] was agreed for completion of public safety use cases for ProSe and GCSE work in Release 12. RAN is studying a single mechanism that would support broadcast-, group- and 1:1 communication, implemented by a broadcast mechanism at the physical layer [3].

Though broadcast-, group- and 1:1 communication are uniformly supported by a broadcast D2D mechanism at the physical layer, there may still be issues possibly in relation to high layer group formation, which are first analyzed in Section 2. Then in Section 3, a corresponding physical layer solution is provided.

2 Formation of Group with Members from More Than One Cluster

UEs synchronizing to a synchronization source form a cluster, and the synchronization source is a cluster head. Cluster and cluster head are concepts for physical layer synchronization purposes, which is different from groups in higher layer [4]. As a result, members belonging to a cluster are not necessarily the same as members of a group. Here, a group is a concept for multicast and unicast communication because for broadcast communication, there are no targeted UEs which accordingly results in no group. In other words, for the broadcast case, the size of the group is always larger than cluster size. 

Generally, if the members of a group are all from one cluster, it would be simple for D2D communication under the assumption that UEs in one cluster can communicate with each other smoothly. In this section, the possibility and use case of group members from more than one cluster in different scenarios is specifically discussed.

2.1 In coverage
The eNB behaves as cluster head to provide synchronization reference for UEs camping in its cell, implying that a cluster is as large as a cell. In this case, there would not be overlapping clusters, despite that some cell-edge UEs may be able to hear more than one eNB. 
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Figure 1 Group with Members from More Than a Cluster in In-Coverage Case
In case of a synchronous network 

· Broadcast communication can easily be implemented through broadcast D2D communication at the physical layer as long as the involved cells in targeted coverage have same D2D resources for the broadcast communication. However, the UEs receiving the broadcast communications may not have information about the broadcast transmitter because there is no way of informing them.  

· For multicast and unicast, when a group whose member(s) is(are) from more than one cluster (cell), the group can be set up after backhaul information sharing of UEs with similar interest or after discovery procedure while the latter one requires discovery resource coordination across cells. In this case, a receiver may have knowledge of the current transmitter in the higher layer but maybe not necessary in the physical layer due to broadcast D2D communication except the information of sharing a group. 

In case of an asynchronous network,

· Broadcast communication could be implemented through broadcast D2D communication if the involved cells in targeted coverage can assist potential receivers with the right timing. Another possibility is that the package transmitted at physical layer could have its own synchronization signal for each transmission. However, the UEs receiving the broadcast communications may not know clearly the current transmitter because there is no way of informing them.  

· For multicast and unicast, when a group whose member(s) is (are) from more than one cluster (cell), the group can be set up after backhaul information sharing of UEs with similar interest. (While the resource for the group communication should be particularly coordinated among the involved asynchronous cells that are serving the potential UEs.) Some UEs may be able to relay its eNB’s synchronization reference to ensure that the UEs in neighbor clusters (cells) can successfully synchronize to the reference that the transmit UE is using. And likewise, a receiver may have knowledge of the current transmitter in higher layer but maybe not necessary in physical layer due to broadcast D2D communication except the information of sharing a group. 

2.2 Partially in coverage

Similarly, eNB behaves as cluster head as well for UEs camping in its cells, some UEs may be able to relay its eNB’s synchronization reference for the joined out-of-coverage UEs to follow. In this case, there would be overlapping clusters in that one out-of-coverage UE can join multiple clusters. In addition to the resource coordination between the in-coverage UEs and out-of-coverage UEs in one cluster, similar operation as in-coverage case is expected.

2.3 Out of coverage

UEs self-elect as cluster heads. There can be overlapping clusters if one UE hears and can join more than one cluster.
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Figure 2 Group Formation in Out-of-Coverage Case
In case of no-overlapping clusters, bigger group than cluster cannot be set up due since UEs in different clusters cannot decode signals from each other.
In case of overlapping clusters, information may be forwarded through the shared UE to form a bigger group. Whereas, information like synchronization reference, resource allocation, and even data packages themselves have to be relayed or forwarded by the shared UE to guarantee communication across clusters, which could be a big burden for a normal UE. Therefore, differentiation of groups in physical layer might be beneficial to decrease unnecessary data forwarding and unnecessary bigger group setup.  

3 Physical Layer Transmissions with a Common Identity

During conventional cellular communication, a receiver (e.g., an eNB or a UE) has a clear idea of who the transmitter is so it can successfully receive the transmissions marked by the transmitter’s identity. For example, the UL data channel is scrambled by a sequence initialized by the C-RNTI and cell ID. Normally, the identity is especially used to differentiate transmissions from/to UEs sharing the same resources and whiten inter-cell interference.  

For D2D broadcast transmissions, regarding the potential interference between D2D transmissions or between D2D and other transmissions, some type of identity marked on the transmitted packets seems indispensable to facilitate correct reception of any transmission at physical layer. In contrast to cellular communication, there is a possibility that the D2D receivers have no knowledge (identity) of the transmitter before decoding, as the receiver may not necessarily be able to know exactly who the transmitter is for each transmit instance. Hence, the identity for D2D transmission should not be transmitter-specific as it would require the receiver knowing the transmitter’s identity clearly before its decoding for each transmit instance.

As a result, a common identity shared among UEs involved in a D2D communication may be required for transmission, for example, it could be a group ID (and synchronization source ID), a service ID, or some identity chosen particularly in this regard. By sharing an ID during broadcast D2D communication, the receiving UEs are able to blindly receive and combine the (re)transmissions without knowing whose packet it is at physical layer while at the same time whitening the interference from other transmissions, which matches the expectation of the existing broadcast mechanism at the physical layer. Note that the C-RNTI may not always be suitable because the UEs in RRC-idle state or out-of-network coverage do not have C-RNTI as the UEs in RRC-connected state have. Therefore, a D2D-RNTI may be needed.
Proposal 1: There should be a sharing ID chosen for the purpose of whitening interference in case of broadcast D2D communication.  
The synchronization source ID mentioned above is similar to a cell ID in cellular communication, and a sharing ID (maybe a mapping from group ID) among the UEs in a group could together be utilized for scrambling at physical layer for multicast and unicast communication so as to whitening the interference between clusters and facilitating reception and combination as well. Regarding broadcast communication, IDs known extensively by UEs could be shared among UEs for service identification and scrambling.

There may be several ways of obtaining a sharing ID for broadcast D2D communication (e.g. scrambling sequence and RS sequence generation):

· Through discovery procedure: The master head may randomly select and then broadcast the identity for transmission in its discovery signal/message, so the UEs who join the group after discovery can acquire the ID; 

· Network assistance: The network may assign an ID to a D2D service or a D2D communication group (partially) in coverage;

· Predefined: a predefined ID is determined at the very beginning of a communication. For example, the ID could be a function (e.g. Hash function) of the service ID in order to distinguish the UE groups of different services and identical service; another example could be that all the users tune their devices to a certain channel which corresponds to some physical layer operations like scrambling. 

Proposal 2: Synchronization source ID and group ID can be used for multicast and unicast communication, while for broadcast communication service-specific ID can be used. 

4 Conclusion

Based on the discussion on group formation and its resultant impact on scrambling ID selection due to broadcast D2D communication at the physical layer: 
	Cases
	Communication

Type at Higher Layer
	Formation Requirement
	Situation

	(Partially) In Coverage
	Broadcast
	Same resources coordinated across cells(in case of asynchronous network , timing alignment assistance by eNB or self-carried sync signal )
	No group;

No way of obtaining information of transmitter except information of service;



	
	Multicast and Unicast
	Backhaul information sharing or coordinated discovery resources across cells (in case of asynchronous network, maybe sync relay UE in neighbor cell is needed)
	Synchronization source ID can be obtained, and mapping of group ID to physical layer

	Out of Coverage
	Broadcast, Multicast and Unicast
	Shared UE across clusters, and synchronization reference, resource allocation, and data packages themselves to be relayed or forwarded by the shared UE
	in case of broadcast communication, no way of obtaining information of transmitter except information of service;

in case of multicast and unicast, Synchronization source ID and mapping of group ID to physical layer can be forwarded to UEs in multiple clusters to decrease shared UE’s unnecessary data forwarding and unnecessary bigger group setup.


Table 1 Formation of Group with Members from More Than a Cluster

The following proposals are provided:

Proposal 1: There should be a sharing ID chosen for the purpose of whitening interference in case of broadcast D2D communication.  
Proposal 2: Synchronization source ID and group ID can be used for multicast and unicast communication, while predefined ID can be used for broadcast communication. 
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