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1
Introduction   


eCoMP WI [1] has been approved in RAN#62 in December 2013 based on eCoMP SI outcome [2]. The target of the WI is to standardize needed inter-eNB signaling to support eCoMP. Although it’s RAN3’s responsibility to define the detailed inter-eNB signaling, RAN1 should provide guidance or down-selection on which information is needed to support inter-eNB CoMP. In this paper, we provide our considerations for signaling design to support inter-eNB coordinated muting. 
2 
Principle for inter-eNB signalling design
In eCoMP SI, there were several CoMP schemes evaluated. Although the results vary, one common observation can be made: eCoMP can only achieve small and limited gain over Rel.11 CoMP. Maximum ~20% gain can be achieved by eCoMP in small cell scenarios and but negative gain in some scenarios, e.g. Macro-only scenarios [2]. Due to the largely diverse results, RAN1 didn’t manage to exclude any CoMP schemes from the candidate list. However, it’s not efficient and realistic for RAN3 to design the inter-eNB signalling to support all the CoMP schemes especially when the overall gain is not that attractive. 

Clearly, the required inter-eNB signalling is strongly dependent on the CoMP schemes to be used, and the standardized signalling is just a way to deliver the information required by the intended coordination scheme. RAN1 needs to decide which CoMP scheme/s to be supported, and then define the needed information. Currently there are several possible CoMP schemes and much possible signalling design. Therefore we recommend RAN1 to firstly down-select the CoMP schemes and decide the required information.
Proposal1: Standardization effort to support inter-eNB CoMP should be limited due to limited gain. RAN1 should avoid standardizing inter-eNB signaling for all proposed CoMP schemes. 
Proposal2: Macro-only scenario should be de-prioritized in the WI, and inter-eNB signaling design should focus on optimizing small cell scenarios with Macro and small cells. 

In the eCoMP SI, majority of companies are using coordinated scheduling/muting in the simulation. One of the reasons is the moderate requirement from coordinated muting on backhaul quality. It is straight forward to consider coordinated muting as the CoMP scheme that inter-eNB signalling should be optimized for. Therefore we propose to design inter-eNB signalling for coordinated muting. 
Proposal3: Inter-eNB signalling design should focus on optimizing coordinated scheduling/muting. 
eCoMP WI has given a clear guidance on the architecture assumption: “Determine whether the above signalling shall be introduced to the X2 interface, or on a new interface if it cannot be supported by X2.” Naturally, we should use X2 interface as a starting point to consider the inter-eNB signaling. More specifically, coordinated muting mechanism just requires the exchange of the input information of muting decision and muting decision result. Current X2 interface should provide means to exchange these coordinated messages over eNBs. Meanwhile, the performance gain of eCoMP is not enough to justify big standardization impact from a new interface. 
When it comes to interference coordination, it’s needed to consider the interference for control channel as well. Since PDCCH is using scrambled resource and is CRS based, it’s hard to consider PDCCH based interference coordination. However, ePDCCH is per PRB transmitted and DMRS based. There is no big difference on ePDCCH and PDSCH from coordinated scheduling point of view. Naturally, the signaling design for coordinated scheduling/muting should be extended to cover ePDCCH. 
Proposal4: Current X2 interface framework shall be used to design inter-eNB signaling to support interference coordination in both data and control channel (ePDCCH)

Considering the real network operation, a key difference to the system level simulation conducted by RAN1 so far is the traffic. In eCoMP SI, RAN1 simulation assumes FTP traffic in [2], however, it is mixed traffic in real network including web browsing, VoIP, video streaming, etc. Actually, the volume of FTP traffic is only a small portion in the total amount of traffics in real network. Given that it’s widely recognized that eCoMP performance gain varies along with used traffic, it doesn’t make sense to design the inter-eNB signaling only optimizing FTP traffic.

Proposal5: The information exchange for support eCoMP should not be tied to a certain traffic, instead it should be able to work with mix traffic case. 
3
Inter-eNB signalling design on decision exchange 

As pointed out by many other papers, Rel.8 RNTP message is very similar to the signalling needed for coordinated muting. Each bit of RNTP message could be expanded to indicate zero transmission power with certain enhancement. Such RNTP type of message is a typical “FYI” type of information. Every eNB decides the muting pattern for itself and send the decision to another eNB for information. The eNB, with the freshest CSI, can make the best muting decision for itself. The simulation [4] shows that it’s more robust to the backhaul latency. 

Proposal6: Rel.8 RNTP could be enhanced to support inter-eNB coordinated muting following the principle that every eNB make muting decision on itself, details are left for RAN3 to discuss.
In contrast, another type of decision exchange is “muting command” which is total opposite of RNTP message. Muting command is for one eNB or one new node to command another eNB to mute. In order to get this muting command for specific resource scheduling, normally all associated cells should send CSI or other information to central node, then central node will make muting decision for each cell. Such muting command implies that the muting decision is made in a node other than the one with most fresh CSI. In another words, the backhaul latency can seriously impact the correctness of muting decision, thus resulting performance degradation. The simulation shows it’s quite sensitive to the backhaul latency. Secondly, making muting decision needs enough scheduling related information, including traffic type, load information, QoS information and etc. It’s hard to define signalling for all of the information especially considering mix traffic cases. So this type of muting command would further reduce the gains from coordinated muting/scheduling.
Proposal7: “Muting command”, in the principle of one node to decide the scheduling of another node, is not suitable for non-ideal backhaul. 
Another type of decision exchange, in between those two extreme approaches, is “muting request”. It is a negotiation type of messages since the eNB receiving such request can potentially grant or deny the request. In another words, the receiving eNB is the decision maker of a certain muting request (if the request can’t be denied, it’s a command instead of request). Meanwhile, any muting decision must be made considering the benefit obtained by victim cell (sending the muting request) and the penalty to aggressor cell (receiving the muting request). Considering receiving eNB only knows the cost of such muting instead of the benefit, muting request shall also include benefit information conditioned to the muting. That implies that the muting request can be implicitly made when one eNB send another some benefit metric information therefore no need to define a separate message. Besides, none of RAN1 simulation has explicitly considered muting request in eCOMP SI. We recommend to further evaluate the muting request based coordination in simulation before standardize such messages. 
Proposal8: Further study is needed before standardize “muting request” message.
4
Inter-eNB signalling design on information exchange part: cell specific or UE specific
One important part of inter-eNB signalling to support eCoMP is the information exchange to assist making muting decision. It’s highly relying on what information is needed to decide the scheduling/muting pattern. Most of the proposed eCoMP schemes were based on UE specific information exchange, e.g. UE PF metric including UE CSI or historical throughput. Such UE specific information is more like a raw data to the scheduler making muting decision. There are two issues associated with that: 1. Different traffic may require different metric to be exchanged, e.g. VoIP user may want to reduce the latency instead of the spectrum efficiency. That means we have to define signalling for all the information needed for every kind of traffic. 2. When the scheduler of one eNB makes muting decision based on UE specific information received from another eNB, it must know which UE will be scheduled on that particular PRB/RBG by the other eNB. But which UE to be scheduled is very much depending on the muting condition, traffic priority and current load situation. Further, it is nearly impossible for one eNB to predict which UE will be scheduled by another eNB, without very detailed knowledge of the details of the scheduling algorithm at the other eNB. 

Instead of conveying UE-specific information, an alternative approach is for one eNB to convey to another eNB a quantitative measure of the benefit it would receive if the other eNB were to mute. Consider an example where Cell 1 in eNB1 is interfered by Cell 2 in eNB2, as shown in Figure 1.
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Figure 1. Example for coordination.
In the example below, Cell 1 at eNB1 can get a benefit if Cell 2 at eNB2 mutes on a given resource. To aid eNB2 in making its muting decision, eNB1 can provide eNB2 with a quantitative measure of the benefit that Cell 1 would receive if Cell 2 were to mute. This measure of benefit, namely benefit metric, can be represented by normalizing to a standardized range, such as 0 to 1, for ease of encoding and exchange between eNBs. The benefit metric is a cell-specific quantity, as opposed to a UE-specific quantity - in Figure 1, even if Cell 1 has many UEs, Cell 1 only needs to provide a single benefit metric to Cell 2 for a given resource, irrespective of the number of UEs. The benefit metric calculated by eNB1 may take into account any factors such as Traffic QoS, UE CSIs, etc. that are considered relevant by eNB1. The key factor is that eNB2 does not need to know the details of the algorithm used by eNB1's scheduler, or the particular UE that eNB1 would like to schedule if eNB2 mutes.
The definition of benefit metric should be specified in the standard, however, it is not necessary to specify the exact method by which eNB1 should calculate its benefit metric. The definition could be the benefit obtained conditioned to a neighbour cell is muted. Detail signalling design should be decided by RAN3, a simple example is to design it in the range of 0 to 1. There could be many ways to calculate the benefit metric: One way is to quantify the increase in the scheduling metric when another cell mutes. In Figure 1, suppose the scheduling metric of the scheduled user in Cell 1 when Cell 2 does not mute is B, and the scheduling metric of the user who would get scheduled in Cell 1 if Cell 2 muted is B’. Then one way for Cell 1 to calculate its benefit metric is (B’-B)/Bmax, where Bmax is a normalizing constant. For example, in the contribution [3], the PF scheduler is used, wherein the eNB schedules the UE that has the maximum user PF metric among the UEs in the cell. For such a scheduler, B’ (respectively, B) would be the PF metric of the user who would be scheduled in Cell 1 when Cell 2 mutes (respectively, does not mute). 
It should be noted again that it is not necessary to standardize any particular scheduling metric. Rather, it is stressed that the benefit metric can be used with any scheduling criterion, and provides a unified way for any eNB to represent the benefit it would obtain by another eNB’s muting. Besides, using the benefit metric requires lesser volume of information to be exchanged, as well as more robustness to backhaul latency. 
Proposal9: Inter-eNB signaling design to support muting decision should be cell specific instead of UE specific 
Proposal10: Inter-eNB signaling design should be agnostic to detail coordinated scheduling algorithm and fit to different traffic types.
Proposal 11: Consider to define a benefit metric in X2 signaling that allows the sending eNB to quantify the benefit obtained by it from the muting of the receiving eNB. The range of values of the benefit metric should be standardized.
Another important category of information to support muting decision is the post-muting status report. In order to keep stable and optimal muting request, it’s better to exchange the effect from muting between eNBs. e.g. after muting for a while, eNB needs to confirm whether it’s really benefit for neighbor eNBs. A simple example of such message is the throughput profile, where the equivalent historical throughput transmitted on every PRB is calculated. Such profile can help the muting eNB to understand the real benefit obtained by the victim eNB from its muting then to decide the next muting pattern. Therefore it also should be considered in the X2 signaling design. 
5
Conclusions

In this paper, we give our views on inter-eNB signaling design. The proposals are summarized as below:
Proposal1: Standardization effort to support inter-eNB CoMP should be limited due to limited gain. RAN1 should avoid standardizing inter-eNB signaling for all proposed CoMP schemes. 
Proposal2: Macro-only scenario should be de-prioritized in the WI, inter-eNB signaling design should focus on optimizing small cell scenarios with Macro and small cells. 

Proposal3: Inter-eNB signalling design should focus on optimizing coordinated scheduling/muting. 
Proposal4: Current X2 interface framework shall be used to design inter-eNB signaling to support interference coordination in both data and control channel (ePDCCH)

Proposal5: The information exchange for support eCoMP should not be tied to a certain traffic, instead it should be able to work with mix traffic case. 
Proposal6: Rel.8 RNTP could be enhanced to support inter-eNB coordinated muting following the principle that every eNB make muting decision on itself, details are left for RAN3 to discuss.

Proposal7: “Muting command” ,in the principle of one node to decide the scheduling of another node, is not suitable for non-ideal backhaul. 
Proposal8: Further study is needed before standardize “muting request” message.
Proposal9: Inter-eNB signaling design to support muting decision should be cell specific instead of UE specific 
Proposal10: Inter-eNB signaling design should be agnostic to detail coordinated scheduling algorithm and fit to different traffic types.

Proposal 11: Consider to define a benefit metric in X2 signaling that allows the sending eNB to quantify the benefit obtained by it from the muting of the receiving eNB. The range of values of the benefit metric should be standardized.
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