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1. Introduction
In the out-of-coverage scenario, there are many design concerns towards special characteristics of operation without the control of eNB. The method of physical resource allocation is one of the key aspects which will affect the overall design of D2D broadcast communication. 
The following working assumption and way forward were made in RAN1#75:

Working Assumption:

· When transmitting UEs are out of network coverage, the resources used for D2D broadcast traffic are selected from a resource pool 

· The resource pool can be preconfigured, or semi-statically configured

· The details are FFS on how the resource is selected from the pool

· If the resource pool is semi-statically configured, the method of semi-statically configuring the resource pool is FFS

· Note that the criterion for “out of coverage” for the purpose of this UE behaviour would need to be defined. 

Agreed Way Forward: 

· Evaluate further until RAN1#76 whether the selection is done by each transmitting UE and/or by a central node, including modelling of contention and time delay between sensing and transmission. 

There are two ways to select the resources from the pool, i.e., centralized and distributed. The first way predefines or elects a control node as the cluster head which manages resources. In the second way, broadcast UEs can select their resources in a distributed manner which does not need a control node. 

In this contribution, we provide our view on the resource allocation schemes for D2D broadcast communication. Furthermore, we evaluate centralized and distributed schemes based on agreed evaluation assumptions.
2. Resource allocation
In the centralized approach,. a control node has to be pre-designated or elected as the cluster head.  However, this approach faces some issues: 
1. A well designed centralized scheduling scheme depends on local measurement and information (interference) at broadcast UEs. Thus local information needs to be reported to the cluster head, and this would incurs significant signalling overhead.

2. Unreliable scheduling results due to UE mobility. Since the cluster head and cluster members (UEs that are not the cluster head) are mobile, the interference among UEs changes. Therefore, the scheduling information the cluster head uses is inaccurate. In addition, the coverage area of a cluster head and the cluster a UE belongs to change with the UE mobility. Thus, some UEs are perhaps not scheduled in time. 
3. Inter cluster interference is unavoidable if the cluster heads perform scheduling only based on local information at cluster head as shown in figure 1.   

4. The functionality of the cluster head for D2D broadcast is restricted if it does not have all functionalities of a normal eNB. Conversely, the implementation cost, processing and communication bring a costly burden to the cluster head if the cluster head has complicated functionalities like an eNB.
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Fig.1 An example for interference scenario when no coordination exists among cluster heads 

In the distributed scheduling scheme, each UE selects resources in a distributed way. 
For the purpose of evaluations here, the time-frequency resources are partitioned as shown in figure 2. One D2D communication channel occupies a bandwidth of Nb PRBs in one subframe (i.e., Nb PRB-pairs), which is called a broadcast data channel. Multiple broadcast data channels form a broadcast block (NF RBs x Np subframes). In each broadcast block, a broadcasting UE chooses one broadcast data channel for transmitting. Multiple broadcast blocks (Nr) are concatenated in the time domain forming a broadcast period (NF RBs x NT subframes).
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Fig.2 Resource partitioning for D2D broadcast communication
Several distributed scheduling schemes will be evaluated in the contribution, which are listed as follows. 
1. Random scheduling scheme. In this scheme, UE selects resources randomly. This scheme can give good performance when the number of available resources is far larger than the number of UEs.  
2. Contention based scheme 1, sensing scheme. In this scheme, the broadcast UE senses the resources before its transmission. The UE will not select the resource if it detects the resource is occupied. 
3. Contention based scheme 2, opportunistic transmission scheme. In this scheme, the broadcast UE evaluates the interference based on the received RSRP from multiple simultaneous transmitters before its transmission. It selects its transmission probability based on the interference evaluation. The stronger the measured interference, the smaller the probability of the broadcast UE selecting this resource. 
3. Evaluations 

In this section, we compare the three distributed schemes described in section 2 and a centralized scheme. In the centralized scheme, the control node is located in the centre of each hexagonal region like an eNB and allocates orthogonal resources for transmitters in each region. If there is no resource available for a UE, the control node assigns a random resource. 
We perform system level simulations based on the evaluation methodology agreed in RAN1#74.    Layout option 5 for public safety is evaluated. In the option 5 layout, urban macro cell with ISD of 1732m is assumed. There are 32 UEs deployed in each cell and three UEs are selected from these UEs to broadcast. Minimum association RSRP for D2D communication is -112dBm and the corresponding transmission power is 23dBm. Synchronization among UEs is assumed. Both the full buffer traffic model and VoIP traffic model are evaluated in this contribution. The detailed modelling of VoIP traffic is provided in the appendix. VoIP traffic has a 328 bit payload with RoHC with inter-arrival time of 20 ms. Hence, the resource allocated for broadcast communication is periodic with 20 ms period. 
Figure 3 and figure 4 show the simulation results. Figure 3 compares SINR CDFs for different scheduling schemes when the full buffer traffic model is used. Broadcast UEs select 2RBs from 48RBs for transmission. From this figure, we can see that the centralized scheme performs similar to the random scheme. That is because there is no coordination between central nodes and the boundary transmitters may interfere with each other. The other two distributed scheduling schemes perform better. Compared to the centralized scheme, the probability of the SINR being below 0dB is reduced by about 6% and 39% via the contention based scheme 1 and contention based scheme 2, respectively. 
Figure 4 compares SINR CDFs for different scheduling schemes when the VOIP traffic model is used. Broadcast UEs select 2RBs from 6RBs*4subframes for transmission. From this figure, we can see that the distributed scheduling schemes again perform well. The improvement of centralized resource selection is marginal compared with the random scheme in spite of the centralized scheme attempting to coordinate transmitters in the coverage of each cluster head.
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Fig.3 SINR CDFs for full buffer traffic model for uniformly dropped UEs after association
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Fig. 4 SINR CDFs for VOIP traffic model for uniformly dropped UEs after association
Observation 1: Distributed scheduling schemes perform better than a centralized scheme if there is no coordination between cluster heads. 
Distributed resource selection from the pool should therefore be adopted for D2D broadcast communication, and the same scheme can also be used for resource selection for discovery. 

Proposal 1: Distributed resource selection is adopted forboth D2D broadcast communication and D2D discovery. 
4. Conclusions

We make the following conclusions:
Observation 1: Distributed scheduling schemes perform better than a centralized scheme if there is no coordination between cluster heads. 

Proposal 1: Distributed resource selection is adopted forboth D2D broadcast communication and D2D discovery. 
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Appendix
VoIP traffic model for D2D broadcast 
	Parameter
	Value

	Codec 
	Source rate 12.2 kbps

	Encoder frame length
	20 ms

	Voice activity factor 
	75% 

	Talk spurt 
	Exponential distribution: 

mean = 2.5 seconds

	Voice payload per speech frame during active talk
	Baseline: With header compression 41 Bytes (328 bits)

	SID payload
	Not modelled

	Outage definition
	2% 


Simulation parameters:
	Scenario
	PS scenario

	Layout
	Option 5 

	Carrier frequency
	700 MHz

	System BW
	10MHz for FDD

	Network operation
	No eNBs enabled

	UE mobility (only for channel models)
	60kmph

	Network deployment
	21 cells (7 sites, 3 sector/site), wrap around

	UE RF parameters
	TX power: 23dBm

1 TX, 2 RX antennas, antenna gain 0dBi, noise figure 9dB

	UE dropping for all UE
	Layout option 5 with three suboptions
1/ Uniform suboption

2/ hotspot suboption

3/ outdoor indoor mix suboption



	                                                                                                                                                                                                                                        
	>= 3m

	In-band emission
	According to R1-133978

	Path loss model
	O2O: Winner + B1 (Modified). 
	O2I: Winner+ B4 (Modified)
	I2I: InH (36.814) 

	LOS probability
	LOS probability from Winner II, i.e. Plos =min(18/d,1)*(1-exp(-d/36))+exp(-d/36)
	NA
	ITU-R IMT UMi (for InH)

	Shadowing
	7 dB log-normal
	7 dB log-normal
	LOS: 3 dB log-normal

NLOS: 4dB log-normal
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