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1Introduction

Following the approval of the study item on CoMP for LTE with Non-Ideal Backhaul in RAN#60 [1], evaluation results of uplink CoMP were presented in [2] with focus on full-buffer traffic. In this contribution, uplink CoMP simulation results are presented for FTP Model 1 according to the evaluation assumptions in TR 36.874 on CoMP operation for LTE with non-ideal backhaul [3]. The simulation results show significant advantages of joint reception CoMP against the investigated coordinated scheduling CoMP scheme for both homogeneous and heterogeneous deployment scenarios.
2 Discussion

As discussed in [2], the standardization of UL CoMP in LTE Rel-11 assumed that the eNB functionality is split between the CPU (Central Processing Unit), performing the baseband receive processing functions, and the RRHs (Remote Radio Heads), performing radio frequency reception, which are connected through ideal backhaul (BH), e.g., optical fiber. In both homogeneous and heterogeneous deployment scenarios, centralized or joint scheduling is assumed given that the CPU has all necessary information for performing the related functions from the exchanged baseband signals between the RRHs and the CPU. Following the description in [1], in this contribution we evaluate the performance of coordinated scheduling (CS) with non-ideal backhaul (NIB) and compare it with the performance of joint reception (JR) for both homogeneous (CoMP Scenario 2 with NIB, see Annex A.1 in [3]) and heterogeneous (SCE Scenario 1 with NIB, see Annex A.2 in [3]) deployment scenarios.
In the investigated CS scheme, although UL transmissions of a particular UE are received only by its UL association point, the CPU schedules jointly the transmissions of all points in a CoMP cluster by utilizing information on CSI (channel state information), HARQ, and power control provided by the cells of the CoMP cluster to the CPU over the NIB. The scheduling of UEs takes place jointly across all points by utilizing CSI and power control information for each UE across all points in the CoMP cluster. In this case, when a UE has more than one reception points in the CoMP cluster, the scheduler can explicitly take this information into account to improve interference management and, thus, the CoMP cluster capacity when it schedules UEs in each point and determines their MCSs – even if UL reception takes places only at the association point. In order to properly account for HARQ, the different points need to transmit HARQ information to the CPU, which in turn utilizes that information to make scheduling decisions for each point in the CoMP cluster. In addition to the CSI, HARQ, and power control information, the reception points may also send information on their IoT (Interference over Thermal) to the joint scheduler in order to further improve the accuracy of the selected MCSs. It is noted that if a greedy scheduling approach is followed for reducing the joint scheduler complexity, it is typically expected that the UEs scheduled towards the beginning of the joint scheduling process have less accurate MCS information compared to the UEs scheduled towards the end of the joint scheduling process. Therefore, in order to maximize the accuracy of the selected MCSs of all scheduled UEs in the CoMP cluster, the MCS of each UE scheduled in the CoMP cluster could be recalculated after the joint scheduling process is completed. It is also noted that the joint scheduler assumes that the required information is available at RB-level. Although HARQ information is sent at RB-level, this is not necessarily the case for all other types of information utilized by the joint scheduler. For instance, CSI information is typically not transmitted at RB-level (its granularity is determined by SRS constrains and is usually different for different deployment scenarios), while power control information is assumed to be sent at frame-level with negligible loss in performance (as in previous studies, open-loop power control is applied). All those considerations are explicitly taken into account in the BH bandwidth calculations of Section 2.1 and Section 2.2. 
Compared to JR CoMP, which is the considered pre-Rel-12 reference scheme for performance comparison [3], the investigated CS scheme requires lower BH bandwidth to exchange the information needed for performing joint scheduling across the reception points of the CoMP cluster. Although joint scheduling may not compensate for the lack of joint reception from the performance point of view, the considered CS scheme requires lower BH bandwidth and, thus, it could be deployed in a wider range of BH scenarios than JR CoMP. Therefore, this contribution investigates whether the considered CS scheme can provide comparable performance to JR CoMP – in the sense of relatively small performance degradation – in the presence of NIB. Section 2.1 and Section 2.2 present the evaluation assumptions and results for CoMP Scenario 2 with NIB and SCE Scenario 1 with NIB, respectively, according to [3].  
Regarding the determination of the best possible performance of each technique in the NFB (non-full buffer) case, optimization takes place over different power control settings (values of P0 and α) [4] for a particular value of the user arrival rate or offered traffic load [5]. Although lower values of P0 typically lead to higher resource utilization factors, the optimum value of P0 is selected based on the user perceived throughput (UPT) maximization criterion. As for full-buffer traffic, the power control settings which maximize the spectral efficiency typically differ for the investigated scenarios (CoMP Scenario 2 with NIB and SCE Scenario 1 with NIB).
As a final remark to this section, in the case of CoMP Scenario 2 with NIB, the CoMP cluster is assumed to have 9 cells; in the case of SCE Scenario 1 with NIB, the CoMP cluster is assumed to have 3 macro cells or equivalently 15 nodes (each macro cell area is assumed to have 1 small cell cluster and each small cell cluster has 4 small cells). For both considered CoMP schemes (JR CoMP and CS CoMP), the CPU makes scheduling decisions for all points of the CoMP cluster. Also, all evaluated results are generated for the 1x2 antenna configuration with cross-polarized antennas.
2.1 Evaluation results for CoMP Scenario 2 with NIB:
In Table 1, the evaluation results for CoMP Scenario 2 with NIB [3] are presented for JR CoMP with ideal BH (pre-Rel-12 reference system), JR CoMP with NIB, and the investigated CS CoMP scheme with NIB. In all cases, a CoMP cluster comprises 3 macro sites or 9 cells. 
Table 1: Evaluation Results for CoMP Scenario 2 with NIB
	
	Low offered load
	Medium offered load
	Maximum offered load

	
	JR CoMP, ideal BH
	JR CoMP, NIB
	CS CoMP, NIB
	JR CoMP, ideal BH
	JR CoMP, NIB
	CS CoMP, NIB
	JR CoMP, ideal BH
	JR CoMP, NIB
	CS CoMP, NIB

	BH bandwidth (Mbps)
	540
	540
	12.1
	540
	540
	26.9
	540
	540
	47.6

	Mean UPT (Mbps)
	22.19
(0.0%)
	21.83
(-1.6%)
	18.58
(-16.3%)
	17.45

(0.0%)
	17.07

(-2.2%)
	13.38

(-23.3%)
	14.25

(0.0%)
	13.79

(-3.3%)
	9.12

(-36.0%)

	5% UPT (Mbps)
	1.98
(0.0%)
	1.90
(-4.0%)
	1.68
(-15.2%)
	1.83

(0.0%)
	1.73

(-5.0%)
	1.41

(-22.8%)
	1.68

(0.0%)
	1.58

(-5.5%)
	1.23
(-26.8%)


Regarding the BH bandwidth calculations, the BH bandwidth numbers in Table 1 are calculated for the maximum resource utilization (RU) and assume that the data of each node is also transmitted over the BH to the CPU; otherwise, the required BH bandwidth would be even lower for CS CoMP. Note that the calculation for JR CoMP assumed transmission of the I/Q data after the FFT, i.e., the FFT resides at the RRH in order to reduce significantly the required BH bandwidth. It is also noted that the BH bandwidth numbers in Table 1 do not include the line coding rate the BH would typically employ. A complete list of the simulation assumptions for the results in Table 1 can be found in Appendix A of this contribution (following the list of assumptions in Annex A.1 of [3]). 
Based on the evaluation results in Table 1, although the investigated CS scheme dramatically reduces the BH bandwidth requirements, its performance degradation is significant compared to JR CoMP with both ideal and non-ideal BH. Given that this behaviour is exhibited already for only 5 ms BH latency, see Table 3 in Appendix A, it was not necessary to evaluate higher BH latency values which would naturally lead to even higher degradation against the baseline scheme. For the BH latency value of 5 ms, it is also seen from Table 1 that JR CoMP performs relatively close to the baseline scheme (JR CoMP with ideal BH). Therefore, multiple NIB technologies could be used, see Table 6.1-1 in [6], which would enable uplink performance close to the one achieved using ideal BH by using JR CoMP.

2.2 Evaluation results for SCE Scenario 1 with NIB:
In Table 2, the evaluation results for SCE Scenario 1 with NIB [3] are presented for JR CoMP with ideal BH (pre-Rel-12 reference system), JR CoMP with NIB, and the investigated CS CoMP scheme with NIB. In all cases, a CoMP cluster comprises 3 macro cells or 15 reception points (each macro cell area has 4 small cells).

Table 2: Evaluation Results for SCE Scenario 2a with NIB
	
	Low offered load
	Medium offered load
	Maximum offered load

	
	JR CoMP, ideal BH
	JR CoMP, NIB
	CS CoMP, NIB
	JR CoMP, ideal BH
	JR CoMP, NIB
	CS CoMP, NIB
	JR CoMP, ideal BH
	JR CoMP, NIB
	CS CoMP, NIB

	BH bandwidth (Mbps)
	540
	540
	10.3
	540
	540
	25.7
	540
	540
	43.0

	Mean UPT (Mbps)
	18.23
(0.0%)
	17.94
(-1.6%)
	16.88
(-7.4%)
	16.32

(0.0%)
	15.99

(-2.0%)
	14.64

(-10.3%)
	12.00

(0.0%)
	11.66

(-2.8%)
	10.48

(-12.7%)

	5% UPT (Mbps)
	2.60
(0.0%)
	2.52
(-3.1%)
	2.12
(-18.5%)
	2.08

(0.0%)
	1.99

(-4.3%)
	1.58

(-24.0%)
	1.82

(0.0%)
	1.73

(-4.9%)
	1.27

(-30.2%)


The BH bandwidth calculations in Table 2 follow the same assumptions as the ones used for Table 1. A complete list of the simulation assumptions for the results in Table 2 can be found in Appendix B of this contribution (following the list of assumptions in Annex A.2 of [3]). 
Based on the evaluation results in Table 2 for SCE Scenario 1 with NIB, we arrive at similar conclusions regarding the comparison of the different schemes as for CoMP Scenario 2 with NIB in Table 1, i.e., the performance degradation of the CS scheme is significant compared to JR CoMP with both ideal and non-ideal BH. As for Table 1, it was not necessary to evaluate higher BH latency values which would naturally lead to even higher degradation against the baseline scheme. Also, Table 2 indicates that JR CoMP with NIB (latency of 5 ms) performs relatively close to the baseline scheme (JR CoMP with ideal BH). Therefore, multiple NIB technologies could be used also for JR CoMP in SCE Scenario 1 with NIB [6].

3 Conclusion
In this contribution we provide simulation results to evaluate the impact of NIB for JR CoMP and CS CoMP in both homogeneous (CoMP Scenario 2 with NIB) and heterogeneous (SCE Scenario 1 with NIB) deployment scenarios. The simulation results clearly indicate that JR CoMP with NIB – for the evaluated 5 ms latency – offers significantly better performance compared to CS CoMP in all evaluation scenarios. The impact of higher latency values of the NIB would appear useful to evaluate the BH limits the JR CoMP technology is still applicable to the LTE uplink – in the sense of providing relatively small degradation compared to JR CoMP with ideal backhaul.
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Appendix A
Table 3: Summary of simulation assumptions for CoMP Scenario 2 with NIB (based on [3])
	 
	macro

	Layout
	Hexagonal grid, 3 sectors per site, 19 macro sites

	Number of cells in coordination
	9 cells with the layout as in [3]

	System bandwidth per carrier
	10 MHz

	Carrier frequency 
	2.0 GHz

	Total BS TX power (Ptotal per carrier)
	46 dBm

	Distance-dependent path loss
	ITU UMa according to Table B.1.2.1-1in TR 36.814 [5] with 3D distance between an eNB and a UE applied (same as macro of SCE scenario 1 in [4]) 

	Penetration loss
	Same as macro of SCE scenario 1 in [4] 
(i.e., 
For outdoor UEs:0dB
For indoor UEs: 20dB+0.5din (din : independent uniform random value between [ 0, min(25,d) ] for each link))

	Shadowing
	ITU UMa according to Table A.1-1 of TR 36.819 [3] (same as macro of SCE scenario 1 in [4])

	Antenna pattern
	3D according to TR 36.819 [3]

	Antenna Height: 
	25 m

	UE antenna Height
	1.5 m

	Antenna gain + connector loss
	17 dBi

	Antenna gain of UE
	0 dBi

	Fast fading channel between eNB and UE
	ITU UMa according to Table A.1-1 of TR 36.819 [3]

	Antenna configuration
	- FDD:
•1Tx, 2Rx in UL, cross-polarized

	Number of UEs 
	Variable per FTP model 1

	UE dropping
	20% UEs are outdoor and 80% UEs are indoor (same as SCE scenario 1 in [4])

	Minimum distance 
	 Macro - UE: 35m

	Traffic model
	- FTP model 1 as in TR 36.814 
• Evaluate low, medium, and high load levels (e.g. RU 20%, 40%, 60% across all cells in the most loaded “layer” (i.e. macro and small cells) for the reference scheme)

	UE receiver
	MMSE-IRC (non-ideal DMRS channel estimation)

	eNB noise figure for UL
	7 dB

	UE speed
	3 km/h

	Cell selection criteria
	RSRP with cell common bias if CRE is applied

	Handover margin
	1 dB

	Network synchronization
	- 0us for co-sited cells

- 3us for non-co-sited cells

	Backhaul assumption
	- Non-ideal backhaul between eNB sites

- Latency value: 5 ms
- Backhaul topology: 

• Same latency between any pair of nodes
- Backhaul capacity limitation:

• As per TR 36.932

	Performance metrics
	Mean and 5% UPT at the given offered traffic

	Considered transmission schemes from a single point
	-  UL: TM1 MU-MIMO

	Coordination scheme
	- Coordinated scheduling (CS) as described in Section 2 of this contribution


	Reference scheme for performance comparison
	Rel-11 intra-site CoMP between the 3 sectors of each macro

	Feedback assumption
	- Non-ideal channel/interference estimation based on DMRS
- CSI estimation based on SRS
- Uplink control overhead as in [1]


Appendix B
Table 3: Summary of simulation assumptions for SCE Scenario 1 with NIB (based on [3])
	 
	macro cell
	small cell

	Layout
	Hexagonal grid, 3 sectors per site, case 1, 19 Macro sites
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Clusters uniformly random within macro geographical area; small cells uniformly random dropping within cluster area

	Number of macro cell areas in coordination
	3 intra-site macro cell areas

	System bandwidth per carrier
	10 MHz

	Carrier frequency 
	2.0 GHz

	Carrier number
	1

	Total BS TX power (Ptotal per carrier)
	46 dBm
	30 dBm

	Distance-dependent path loss
	ITU UMa [referring to Table B.1.2.1-1 in TR36.814], with 3D distance between an eNB and a UE applied. Working assumption is that 3D distance is also used for:

- break point distance

- LOS probability 
	ITU UMi [referring to Table B.1.2.1-1 in TR36.814], with 3D distance between an eNB and a UE applied. Working assumption is that 3D distance is also used for:

-break point distance

-LOS probability

	Penetration loss
	For outdoor UEs:0dB
For indoor UEs: 20dB+0.5din (din : independent uniform random value between [ 0, min(25,d) ] for each link)

	Shadowing
	ITU UMa according to Table A.1-1 of 36.819

Working assumption is that 3D distance is used for shadowing correlation distance
	ITU UMi [referring to Table B.1.2.1-4 in TR36.814]

Working assumption is that 3D distance is used for shadowing correlation distance

	Antenna pattern
	3D according to TR36.819 [3]
	2D Omni-directional is baseline; directional antenna is not precluded

	Antenna Height: 
	25 m
	10m

	UE antenna Height
	1.5 m

	Antenna gain + connector loss
	17 dBi
	5 dBi

	Antenna gain of UE
	0 dBi

	Fast fading channel between eNB and UE
	ITU UMa according to Table A.1-1 of TR 36.819 [3]
	ITU UMi

	Antenna configuration
	- FDD:
• 1Tx, 2Rx in UL, cross-polarized
	- FDD:
• 1Tx, 2Rx in UL, cross-polarized

	Number of small cell clusters per macro cell area
	1

	Number of small cells per cluster
	4

	Number of small cells per macro cell
	4

	Number of UEs 
	Variable per FTP model 1

	UE dropping
	Baseline: 2/3 UEs randomly and uniformly dropped within the clusters, 1/3 UEs randomly and uniformly dropped throughout the macro geographical area. 20% UEs are outdoor and 80% UEs are indoor.

	Radius for small cell dropping in a cluster
	50 m

	Radius for UE dropping in a cluster
	70 m

	Minimum distance (2D)
	Small cell – small cell: 20m

	
	Small cell – UE: 5m

	
	Macro – small cell cluster center: 105m

	
	Macro – UE: 35m

	
	Cluster center – cluster center: 2*radius for small cell dropping in a cluster

	Traffic model
	- FTP model 1 as in TR 36.814 
• Evaluate low, medium, and high load levels (e.g. RU 20%, 40%, 60% across all cells in the most loaded “layer” (i.e. macro and small cells) for the reference scheme)

	UE receiver
	MMSE-IRC 

	UE speed
	3km/h

	Cell selection criteria
	Baseline: RSRP with cell common bias if CRE is applied.

	Handover margin
	1dB

	Network synchronization
	- 0us for co-sited cells

- 3us for non-co-sited cells

	Backhaul assumption
	- Non-ideal backhaul between eNB sites

- Latency value: 5 ms
- Backhaul topology is to be described by each company  

• Baseline is same latency between any pair of nodes
- Backhaul capacity limitation:

• As per TR 36.932

	Performance metrics
	Mean and 5% UPT at the given offered traffic 

	Considered transmission schemes from a single point
	- UL: TM1 MU-MIMO

	Coordination scheme
	- Coordinated scheduling (CS) as described in Section 2 of this contribution

	Reference scheme for performance comparison
	• Rel-11 intra-site CoMP between the 3 sectors of each macro

	Feedback assumption
	- Non-ideal channel/interference estimation based on DMRS
- CSI estimation based on SRS
- Uplink control overhead as in [1]
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