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1. Introduction

The SI on CoMP enhancement in Rel-12 approved at RAN#60 [1] has the following objectives:
· RAN1 evaluate coordinated scheduling and coordinated beamforming, including semi-static point selection/muting, as candidate techniques for CoMP involving multiple eNBs with non-ideal but typical backhaul and, if there is performance benefit, recommend for which CoMP technique(s) signalling for inter-eNB operation should be specified, considering potential impact on RAN3 work.
In this contribution, we provide some consideration of possible X2 signalling enhancements for eCoMP. 

2. Downlink CoMP with non-ideal backhaul
Typical non-ideal backhaul has up to 60 ms one-way delay [2]. Therefore when considering what information can usefully be exchanged over the X2 interface to facilitate CoMP with non-ideal backhaul, it is important to identify what kinds of information exchange between eNBs can be relevant and valid with update rates not faster than 10s or 100s of ms. 
The CoMP techniques supported by the multiple CSI processes introduced in Rel-11 are CS/CB and DPS. DPS is not supportable with the latencies of non-ideal backhaul, and therefore we focus on information that can facilitate relatively long-term CS/CB operation. Existing X2 signalling already supports RNTP and ABS, so any new signalling to support CS/CB would be in addition to this existing signalling. 

With ideal backhaul, the CoMP CS/CB could achieve the inter-cell interference coordination by collecting instantaneous CSI information from multiple cells and dynamically allocating beams and time-frequency resources for each cell. When considering up to 60 ms delay over the X2 interface among eNBs with non-ideal backhaul, long-term channel information (for example worst beam indication) would be the best that could be used instead. 
Coordination information for CS/CB can be broadly classified as follows:

· Coordination of CSI measurement configurations including NZP CSI-RS, ZP CSI-RS and CSI-IM
· Coordination of scheduling information, which can be further subdivided as: 

· Time/frequency-domain resource information

· Transmit power information

· Spatial domain (beam) information 

We consider each of these categories below. 

3. Possible X2 signalling enhancements
Coordination of CSI Measurement Configuration
The multiple CSI processes introduced in Rel-11 can provide opportunities for simultaneous CSI measurement for multiple cells, where one CSI process is associated with one NZP CSI-RS resource configuration and one CSI-IM resource configuration. The coordination of NZP CSI-RS, ZP CSI-RS and CSI-IM configurations over X2 interface would be useful for CoMP in Rel-12 in order to configure a proper CoMP measurement set and measure desirable interference hypotheses.
· X2 signalling for NZP CSI-RS resource configuration indicator should be cell-specific and include the cell ID, number of CSI-RS ports, CSI-RS configuration, CSI-RS subframe configuration, UE assumption on reference PDSCH transmitted power for CSI feedback, Pseudo-random sequence generator parameter and quasi co-location assumption.
· X2 signalling for ZP CSI-RS resource configuration indicator should be cell-specific and include the cell ID, zero-power CSI-RS configuration list and subframe configuration.

· X2 signalling to coordinate CSI-IM resources is probably unnecessary, since appropriate CSI-IM resources can be configured by each cell individually, knowing the neighbor cell configurations of NZP-CSI-RS and ZP-CSI-RS. A preferred CSI-IM configuration might be formed by exchanged ZP CSI-RS resource configurations if necessary. 
SRS configurations might also usefully be exchanged to assist simultaneous channel estimation for multiple UEs for TDD DL CoMP by taking advantage of channel reciprocity, and for UL CoMP network implementation.  
Scheduling coordination: Time/frequency domain – resource/scheduling information 

Resource coordination in the time/frequency domains may be feasible with non-ideal backhaul.  CoMP evaluations in Rel 11 generally assumed a centralized scheduler which can do seamless resource allocation and coordination across multiple cells without delay. On the other hand, practical networks for the foreseeable future have fully distributed schedulers which will make decisions independently. Therefore time/frequency resource coordination and related scheduling information may be enhanced in eCoMP to support distributed scheduling with non-ideal backhaul. 
A simple example of supporting distributed scheduling with non-ideal backhaul is to label each PRB/subband with a priority value. Once a cooperating cell receives such a priority-map from the serving cell, it is up to the cooperating cell to make scheduling decisions independently by taking into account its own scheduling requirements, priority requests/conflicts for each PRB/subband from all neighbour cells (note that a cell may receive multiple maps from others), availability and reliability of channel information exchanged by X2 interface or obtained by channel reciprocity, and other localized requirements (e.g. power limitation, QoS, queue status, etc). Such a labelling mechanism can be combined with other information types given below, e.g. RNTP or best/worst PMI(s), to form more advanced assistance information for CS/CB if necessary.  Such kinds of X2 signalling will be similar to RNTP but they can be done with a more cell-specific manner, e.g. a serving cell might send such a common priority-map to some selective cooperating cells, or only a part of map to a cooperating cell. How to treat those received priority information is up to each cell’s own implementation. 
Another way to support distributed scheduling with non-ideal backhaul is to exchange the resource usage information. Similar to the solution of priority map exchange above, once a cooperative cell receives the resource usage information from the serving cell, it is up to the cooperative cell to make the decisions for resource allocation independently by taking into account its own scheduling requirement as well as received resource usage information of considered neighboring cells. The resource usage information could be cell-specific and be associated with resource usage ratio, resource allocation pattern (i.e. beam pattern, power pattern and/or scheduling pattern) and interference level. How to treat those received resource usage information is up to each cell’s own implementation.
Scheduling coordination: Power domain

RNTP signalling is already available, which allows one eNB to indicate to another whether the DL transmitting power will be below a threshold in certain PRBs. This is already effective for CS. Possible enhancements include the introduction of multiple power thresholds, and the possibility to request  (but not require) changes to another eNB’s frequency-domain power map in a similar way to the time-domain ABS request signalling that was introduced in Rel-10.

Scheduling coordination: Spatial domain

Spatial domain coordination signalling is not currently available in any form. The following may be relatively static in some deployments and are therefore worth considering for introduction in Rel-12:
· Indicator of precoders that are requested to be avoided by a neighbor eNB
A high CQI value reported by a UE in relation to a particular precoder from a neighboring eNB is a useful indication that the usage of that precoder in the neighbor cell will cause high interference to that UE. If eNB#1 finds that one or more UEs often provide such indications in relation to a particular precoder in a neighbor cell, it would be helpful if eNB#1 could inform the neighbor eNB#2 of these worst beams. The neighbor eNB can take such requests into account when scheduling its own UEs. In addition, eNB#1 could provide information on the average CQI value corresponding to each worst beam, so that the eNB receiving the request can evaluate the cost to eNB#1 of it using those beams versus the cost to itself of not using those beams. 
· Indicator of used precoders
Similar to RNTP in the frequency domain, an eNB can inform its neighbours about precoders that it does not (or does) intend to use above a certain power level. The neighboring eNBs could take this information account for their own UE scheduling.
Distributed scheduling coordination versus Centralized scheduling coordination

Supporting distributed scheduling efficiently is more preferable than centralized scheduling coordination when the backhaul is non-ideal. Our companion paper [12] shows simulation results with one-way communication for distributed scheduling coordination. With such an approach and distributed scheduling, CoMP can be implemented with a limited increase of scheduling complexity, especially when the backhaul delay may vary depending on backhaul traffic and will be different from node to node. For a real network, it is much harder for a centralized scheduler to collect all necessary CoMP-related information and also collect network-related information, e.g. transmission synchronization and backhaul conditions from node to node. And a two-way backhaul delay has to be assumed for a centralized scheduling coordination. Therefore it is preferred that each serving eNB has an autonomous “government” by taking into account additional sharing information at its own best effort. 
Proposal 1: X2 signalling enhancements to support CoMP should focus on information which is typically sufficiently static to be useful under non-ideal backhaul conditions. 

Proposal 2: Such X2 signalling enhancements may include: 

· Coordination of CSI measurement configurations including NZP CSI-RS, ZP CSI-RS resources and SRS configurations

· Priority labelling per PRB or subband
· RNTP enhancements such as multiple transmit power thresholds, and/or the possibility to request  (but not require) changes to another eNB’s frequency-domain power map
· Indicator of precoders that are requested to be avoided by a neighbour eNB
· Indicator of precoders that are (or are likely to be) used / not used by a serving eNB

· Indicator of interference level or CQI degradation if worst companion beam(s) are used by neighbouring eNBs
4. Solution Analysis

A number of eCoMP schemes and associated X2 signalling proposals were submitted in RAN1 74bis. In this section, a high-level analysis and comparison for some simulated eCoMP schemes, according to our understanding, is provided to identify commonalities in the proposed signalling and a possible way forward for RAN1#75. 

	
	From a serving node (for information sharing)
	To a serving node (for localized scheduling decision)

	[3]
	Alt1: only CSI measurement reported by the serving cell’s UEs 

Alt2: only RSRP measurement reported by the serving cell’s UEs and load information of each eNB, e.g. resource usage
	cell-specific resource allocation restriction at time and frequency domains (perhaps at per PRB level)

	[4]
	CSI measurement reported by the serving cell’s UEs
	cell-specific resource allocation restriction at time and frequency domains (perhaps at per PRB level)

	[5]
	CSI measurement and short time RSRP measurement  reported by the serving cell’s UEs and  UE historic data rate information
	cell-specific resource allocation restriction at power domain (at per cell level)

	[6-8]
	CSI measurement reported by the serving cell’s UEs
	cell-specific resource allocation restriction at time and frequency domains (perhaps at per PRB level)

	[9]
	RSRP measurement reported by the serving cell’s UEs
	cell-specific resource allocation restriction at power domain (perhaps at per PRB level)

	[10]
	CSI measurement reported by the serving cell’s UEs
	Not clear

	[11]
	CSI measurement reported by the serving cell’s UEs
	cell-specific resource allocation restriction at space, time and frequency domains (perhaps at per PRB level)

	[12]
	Cell-specific resource allocation indication at time and frequency domain at per subband level
	Cell-specific resource allocation indication at time and frequency domain at per subband level


Table 1 Summary of eCoMP Schemes
The above table summarizes the proposals, although corresponding details may still differ even if the concepts may be similar. Therefore some extra simulation metrics were agreed in RAN1 #74bis in order to identify other relevant causes of large variance in the performance gains. On the other hand, the proposed eCoMP schemes described by each company are far from being clear in our opinion. To facilitate comparison of eCoMP schemes and the associated signalling discussions thereafter, it would be useful to clarify each type of information further, e.g. in terms of information granularity in the time/frequency/space/power domains, information payload size, and information updating periodicity or trigger, etc, as far as possible. For example, for a cell-specific resource allocation restriction indicated to a serving node, it needs to be clarified how often such information will be updated, what kind of  information needs to be included in the message, what the granularity of resource allocation restriction should be applied, how the eNB should respond to such information etc. Some proposed X2 signalling seems to require enhancements in the RAN1 or RAN4 specifications to support it.  Details of proposed X2 signalling will heavily impact the final performance gain of any eCoMP scheme and could be interpreted quite differently from one company to another. Such clarification will be also helpful for RAN3 eCoMP discussions later on so that RAN3 can clearly understand what kind of details of X2 signalling should be standardised. 

Proposal 3: Details of proposed X2 signalling for eCoMP should be clarified as far as possible.  

It was also discussed during RAN1#74bis that any proposed signalling should not be differentiated between distributed and centralized architectures. Therefore the proposed X2 signalling may be able to be classified into two categories to reduce the difference between proposals due to architectural considerations: 

· From a serving node for information sharing 

· To a serving node for localized scheduling decision. 

The information leaving a serving node may be collected by a central node to maximize benefits of information sharing but experience a longer delay, or collected by other eNBs with only one-way delay but reduced benefits from the information sharing.  Hence the information leaving the node will not be differentiated by the type of receiving node. Similarly, the information reaching the node will not be differentiated by the type of transmitting node.  

Proposal 4: Details of proposed X2 signalling for each eCoMP scheme may be classified into two categories: 

· From a serving node for information sharing 

· To a serving node for localized scheduling decision. 

Information leaving a node will not be differentiated by the type of receiving node. Similarly, the information received at a node will not be differentiated by the type of transmitting node.
In our understanding, most eCoMP schemes and associated simulation results have an implied assumption: the eNB will follow the received message if any, e.g. resource allocation restriction, for its own and localized scheduling decision so that the cooperating eNB shall work under a “slave” mode, at least for some scheduling functionalities. Since proposed X2 signalling is to support inter-vendor CoMP transmission, it seems to be necessary to clarify whether an eNB participating in CoMP transmission must be under a “slave” mode or have freedom to reject such scheduling restriction. If the latter understanding is the case, then the performance gain will be degraded to some extent. More seriously, since a central scheduler/coordinator (no matter where it is physically located) may not know whether preferred resource scheduling restriction has been adopted or not by cooperating eNBs, the achieved performance gain may be even worse than the baseline performance because the decisions of the central scheduler/coordinator could be wrong. Most of the simulation results show that the performance gain is much worse than the baseline performance when the delay is about 50ms. This is not desirable since the worst performance of eCoMP should have zero gain and a network operating CoMP should degrade smoothly into a network without cooperation. These results suggest that either the central scheduler/coordinator or the cooperating eNB or both lacks “intelligence” and reliable information to counteract the impacts of delay and limitations in the interaction between nodes. Considering the complexity of real network deployment and backhaul conditions, a more robust eCoMP scheme is highly preferred. 

Proposal 5: Proposed X2 signalling for eCoMP scheme should be robust with respect to delay and limitations in the interactions among the central scheduler/coordinator and cooperating eNBs. 
5. Conclusions

In this contribution, we analyzed the kinds of X2 signalling enhancement which could be useful to consider for downlink eCoMP with non-ideal backhaul. In summary, we make the following proposals: 

Proposal 1: X2 signalling enhancements to support CoMP should focus on information which is typically sufficiently static to be useful under non-ideal backhaul conditions. 

Proposal 2: Such X2 signalling enhancements may include: 

· Coordination of CSI measurement configurations including NZP CSI-RS, ZP CSI-RS resources and SRS configurations
· Priority labelling per PRB or subband
· RNTP enhancements such as multiple transmit power thresholds, and/or the possibility to request  (but not require) changes to another eNB’s frequency-domain power map
· Indicator of precoders that are requested to be avoided by a neighbour eNB
· Indicator of precoders that are (or are likely to be) used / not used by a serving eNB

· Indicator of interference level or CQI degradation if worst companion beam(s) are used by neighbouring eNBs
Proposal 3: Details of proposed X2 signalling for eCoMP should be clarified as far as possible.  
Proposal 4: Details of proposed X2 signalling for each eCoMP scheme may be classified into two categories: 

· From a serving node for information sharing 

· To a serving node for localized scheduling decision. 

Information leaving a node will not be differentiated by the type of receiving node. Similarly, the information received at a node will not be differentiated by the type of transmitting node.
Proposal 5: Proposed X2 signalling for eCoMP scheme should be robust with respect to delay and limitations in the interactions among the central scheduler/coordinator and cooperating eNBs. 
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