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1 Introduction
This contribution addresses the physical beacon channel design for ProSe D2D operations. After a brief discussion about the principles of direct discovery and direct scheduling trigger for broadcast communication the L1 beacon channel design is presented, followed by a discussion on beacons resource mapping. Link level results are presented supporting a proposal for the design of reference signals and different options to avoid strong interference due to timing issues.
2 Discovery Principles

D2D is required to work in a number of scenarios, including, among others, cellular networks where the cells are not time-synchronized, inter-PLMN, partial- and out-of-NW-coverage scenarios. The two latter scenarios are for Public Safety (PS) only. It is preferable to develop a common D2D technical solution for PS and commercial UEs, as supported by a large majority of companies [2].
Observations:

· A unique technical solution is preferred for D2D, covering all the required scenarios

· D2D needs to be supported for synchronized deployments, unsynchronized deployments, inter-PLMN and partial/no NW coverage scenarios (for PS only)

A straightforward solution for discovery in the mentioned D2D scenarios is to assume that discovery beacons are periodically transmitted by UEs on a dedicated direct access beacon channel [3]. Given that discovery is a continuous process in time, discovery latency is, in general, a less critical performance measure. While UEs progressively move into proximity of each other their discovery beacons become detectable, making them discoverable. Such a process is driven by UE mobility and it is relatively slow. Therefore, assuming moderate mobility scenarios discovery latency in the order of tens of seconds appears acceptable. 
Furthermore, discovery latency may be traded for increased reliability by defining L2 discovery as a function of multiple L1 discovery events. A similar approach is used, e.g., in L2 filtering of RRM measurements for UE mobility.

Another aspect that needs clarification is whether discovery should be supported by idle UEs or not, with a clear trade-off in terms of signalling overhead and improved functionality. We believe that this aspect should be clarified by RAN2.
Proposal:

· Clarify with RAN2 whether UEs in RRC_IDLE UEs are able to be discoverable and to perform discovery

Observations:

· Discovery is a continuous process based on periodic transmission of discovery beacons
· Latency is not a critical metric for discovery performance evaluation
· Average discovery latency in the order of tens of seconds is reasonable
· Support of all the required scenarios, uniqueness of the technical solution, implementation complexity, reliability, range and energy efficiency are more relevant comparison criteria for direct discovery

· Discovery reliability can be traded for latency by combining multiple L1 discovery events at L2

In order to support the above requirements with a common solution, it is necessary that discovery is able to operate in an asynchronous fashion. It is noted that the performance advantages of synchronous discovery can still be fully exploited in deployments that allow for such type of operation (e.g., synchronized LTE networks). In order to achieve the advantages of synchronous discovery (when possible) and at the same time fulfil the requirements for the various scenarios with a unified technical solution for commercial and PS use cases, the following is proposed:

Proposal:
· UEs are able to decode asynchronous beacons on the beacon channel

· The beacon channel is designed in such a way that time-domain tracking can be performed efficiently

3 Direct Access Beacon Channel Design

The physical beacon channel has two main functions:

· Carrying discovery beacons

· Carrying scheduling assignments for broadcast communication.

The L1 design of the beacon channel is highly dependent on the payload size that needs to be carried by such messages. The assumption of a 104 bits payload [1] needs to be revised after RAN2 has been involved in such study.
Proposal:
· Both discovery beacons and scheduling assignments for broadcast communication are carried by the same physical beacon channel

· Revise the beacons payload assumptions after discussion with RAN2

Another important aspect is the SNR range for beacons. As a baseline, a required SNR of approximately 0dB at moderate speed over an AWGN channel is assumed to be sufficient for beacons, which translates in a spectral efficiency not exceeding 1 b/s/Hz. Additional system level results are required to adjust the desired beacon detection threshold, once the L1 reference design is agreed. Assuming 4 RSs/beacon, 1 PRB provides 120 data symbols, which is sufficient for the proposed SNR target
Proposals:
· Assume 0dB SNR target in AWGN for beacon design and 1 PRB bandwidth as baseline
Details about the D2D physical channels design are provided in [6]. To summarize, for discovery it is proposed to employ an OFDM based channel based on slightly modified TM10 (PDABCH, Physical Direct Access Beacon Channel). Such modifications are mainly related to introduction of a modified interleaver and possibly partial guard periods at beginning and end of the D2D subframes, in order to better cope with timing differences. Furthermore, QCL assumptions need to be defined for the D2D beacon channel, too.

Proposals:
· The beacon physical channel is based on a slightly modified TM10

· Modifications are limited to means to better cope with timing issues and QCL assumptions
4 Beacons Resource Mapping

Contribution [3] in Fukuoka included a comparison of TDMA, FDMA and CDMA multiplexing techniques for the messages on the beacon channel. In this contribution we focus on the FDMA approach shown in Figure 1, where discovery beacons are multiplexed within periodic beacon subframes. This approach has a number of pros and cons:

Pros:

· Efficient solution for receiver energy consumption (for synchronous discovery only)

· Inband emissions generate only inter-beacon interference (within a cell)

· Cellular-beacons interference may still happen between UEs belonging to different cells, PLMNs, clusters [4], etc.

Cons:

· Beacons are affected by cellular and D2D channels at least in inter-cell/inter-cluster scenarios

· Parallel beacon decoders and parallel time-domain correlators increase the UE computational load

· The dynamic range of the receiver limits the number of beacons detected in the same subframe because of near-far problems

[image: image1]
Figure 1: FDM of beacons within a discovery subframe

Proposal:

· Consider FDMA mapping of beacons as baseline
4.1 Beacon Resources Within NW Coverage

If NW coverage is available, it is assumed that the UE derives synchronization (for both cellular and D2D operations) from the NW. It needs to be further studied whether it is preferable to allow a distributed approach for interference avoidance/control (within a pool of NW configured resources) or if the NW should have fully centralized control of the discovery resources (including timing advance) for each UE that is camping on it.

Proposal:

· The NW configures discovery resources for associated UEs performing D2D

· Study whether the discovery resources should be assigned in a centralized or hybrid (centralized/distributed) fashion

· Study if TA for beacon transmission should be controlled by the NW
4.2 Beacon Resources Outside NW Coverage

If the UE is out of NW coverage, two cases are possible [4]:

1. The UE is camping on a cluster head (CH)

2. The UE acts as CH

In the first case, the CH acts similarly as a NW and signals discovery resources to the UEs camping under the CH coverage. The CH-approach allows retaining part of the advantages of NW control even in case of lack of NW coverage.

In the second case, the UE assigns beacon resources to itself and associated UEs, similarly to what the eNB would do in a NW coverage case. 

Proposal:

· The CH controls beacon resources for associated PS UEs in a similar fashion as the NW controls beacon resources for the associated UEs
In case of lack of NW coverage, some parameters related to at least beacon resources are pre-configured in PS UEs. E.g., the periodicity of beacon transmission and the pattern of beacon resources may be assumed to be known for UEs that are out of NW coverage and isolated from any other PS UE with D2D capabilities.

Proposal:

· Some parameters related to beacon resources configuration are pre-configured for PS UEs. UEs adopt such pre-configuration unless differently configured by the CH or NW

4.3 Control Information Relayed by the UEs

As described in [4], certain UEs in the NW may be tasked by the NW to relay control information, including e.g. information about resources for discovery and communication, to surrounding UEs. UEs that are out of NW coverage or camping on another cell, but still in proximity of the control-relay UE, may take advantage of such information in order to optimize the receiver and efficiently monitor discovery and data communication from the UEs that are in coverage.
Proposal:

· Certain UEs under NW coverage may relay control information about discovery resources to other UEs that are either under coverage of another cell/PLMN or outside NW coverage
5 Simulation Results
We simulate Option 5 as the main public safety scenario, including both uniform outdoor and indoor-outdoor mix cases. Two RRM schemes are simulated:

- Distributed scheme: Within each discovery period (indicated as ‘W’ in the figures), each device would select one resource for beacon transmission autonomously and randomly (in both time and frequency domain);
- Centralized scheme: Within each cell, eNB would schedule the D2D Ues to independent resources index, and a pre-defined hopping rule would map the resource index to physical PRB. To avoid inter-cell collision, the hopping rule can be designed cell-specific.

Some detailed settings and the hopping pattern design are provided in the Appendix.

In the following results, we limit to the links whose RSRP is larger than -112 dBm, to see how many links can be discovered within specific time and distance. 
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Figure 2 Discovery performance for option 5 with uniform outdoor deployment (left: discovery probability vs. Time, right: Discovery probability vs. Distance)

The two figures above shows the performance for both RRM schemes in uniform outdoor case. It can be found that both schemes can reach 90% probability within 2~6 discovery period, and roughly ~500m discovery range with 90% probability. In more details, compared with distributed scheme, centralized scheme can handle intra-cell collision in a better way, so shows better performance for high load scenario (W=3).
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Figure 3 Discovery performance for option 5 with indoor-outdoor mix deployment (left: discovery probability vs. Time, right: Discovery probability vs. Distance, using distributed RRM scheme, W=9)
The two figures above shows the performance for distributed RRM scheme in indoor-outdoor mix case, where we divide the links into different O2O, O2I and I2I (same / different RRH) link types. It can be found an obvious shrink of discovery distance to 200m at 90% point, and the main performance barrier is the UE pairs in different building, and the indoor-outdoor UE links, due to the penetration loss, which also increase the latency even with a large discovery period length setting. 
6 Conclusions

This contribution discusses the beacon channel design for LTE D2D, for broadcast scheduling assignments transmission as well as discovery. The following is observed and proposed:

Observations:

· A unique technical solution is preferred for D2D, covering all the required scenarios

· D2D needs to be supported for synchronized deployments, unsynchronized deployments, inter-PLMN and partial/no NW coverage scenarios (for PS only)

· Discovery is a continuous process based on periodic transmission of discovery beacons
· Latency is not a critical metric for discovery performance evaluation
· Average discovery latency in the order of tens of seconds is reasonable
· Support of all the required scenarios, uniqueness of the technical solution, implementation complexity, reliability, range and energy efficiency are more relevant comparison criteria for direct discovery

· Discovery reliability can be traded for latency by combining multiple L1 discovery events at L2
Proposal:
· Clarify with RAN2 whether UEs in RRC_IDLE UEs are able to be discoverable and to perform discovery

· UEs are able to decode asynchronous beacons on the beacon channel

· The beacon channel is designed in such a way that time-domain tracking can be performed efficiently

· Both discovery beacons and scheduling assignments for broadcast communication are carried by the same physical beacon channel

· Revise the beacons payload assumptions after discussion with RAN2

· Assume 0dB SNR target in AWGN for beacon design and 1 PRB bandwidth as baseline
· The beacon physical channel is based on a slightly modified TM10

· Modifications are limited to means to better cope with timing issues and QCL assumptions
· Consider FDMA mapping of beacons as baseline
· The NW configures discovery resources for associated UEs performing D2D

· Study whether the discovery resources should be assigned in a centralized or hybrid (centralized/distributed) fashion

· Study if TA for beacon transmission should be controlled by the NW
· The CH controls beacon resources for associated PS UEs in a similar fashion as the NW controls beacon resources for the associated UEs
· Some parameters related to beacon resources configuration are pre-configured for PS UEs. UEs adopt such pre-configuration unless differently configured by the CH or NW

· Certain UEs under NW coverage may relay control information about discovery resources to other UEs that are either under coverage of another cell/PLMN or outside NW coverage
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7 Appendix
The detailed setting is listed as the table below.
	Simulation Scenario
	Scenario 5 with uniform outdoor, and mix indoor-outdoor deployment cases.

	System BW
	10MHz

	No. of sites
	7

	No. of sectors per site
	3

	ISD
	1732m

	D2D UE load
	20 UE/cell

	Cellular UE load in the system 
	5 UE/cell

	Resource Setting
	In each discovery subframe, 3 RB at band edge reserved for PUCCH, 44 RB left for discovery. The discovery subframe are allocated as W continous subframes, every P second, where W=3/5/7/9, P=2 in the simulation.

	Inband emission
	3GPP 36.101

	D2D Tx Power
	23dBm for beacon Tx

	UE receiver
	IRC

	UE antenna
	1 Tx, 2 Rx

	Beacon MCS
	MCS level 7

	RB size for beacon
	1


For the hopping pattern design, it is illustrated using the simple example below. 

If we use 1A/1B, 2A/2B, 3A/3B to indicate the 1st/2nd TTI of discovery period 1/2/3 below (each is 4 RBs * 2 TTs).


[image: image6]
· Step 1: TTI allocation: For each UE, if assume it needs to choose one RB per discovery period, then there are 8 schemes shown in the following figure, which indicates which TTI (not RB) to be allocated to the UE in each resource set. Between every two schemes, there is at least one chance that the UEs are not allocated to the same TTI, where the UEs can Tx/Rx to/from each other.

[image: image7]
· Step 2: RB allocation: Considering the mapping from TTI to the RB, it has (4!) ^ (2*3) possible RB mapping pattern. But since the TTI schemes are the same, it cannot avoid collision by using different patterns
In conclusion: If the resource set size is F (in TTI, e.g., F=44) * T (in RB, e.g., T=20), we can create multiple different hopping patterns with periodicity of ceil[log_{T}(F*T)] (e.g., ceil(log20(20*44))=3), and in this pattern, every two Ues has a chance to discover each other, i.e., the non-collision probability is larger than 1 / ceil(log_{T}(F*T)) (e.g., 33%).
For different cells, a cell-specific resource offset can be added upon the pattern every periodicity, so that two UEs allocated with the same TTI scheme can hop to other TTI schemes later.


[image: image8]
As shown by the 1st and 4th period in the figure above, this is a ‘hop-on-hop’ scheme, where the resource index would be updated as index(n+1) = index(n) + offset, the offset is cell-specific, e.g., offset = 1 in the figure above, so that the Ues in neighboring cells would not always collides with each other even if using the same resource index.

7/8


[image: image9.png]15 1 1

6 34 37
37 5|6 46
4 7 5

\/ —¢ >
Discovery window W Window Periodicity P



[image: image10.png]—> Scheme 1

—> Scheme 8




[image: image11.png]N\ N\ N\

Discovery Period 1 Discovery Period 2 Discovery Period 3



[image: image12.png]


