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1 Introduction
Synchronization and timing form the important ingredient of D2D discovery and communication. The related agreement from RAN1 #73 [1] is as follows.
In cases when at least one external synchronization reference exists, which is always the case at least within NW coverage:

· A UE begins to transmit a D2D signal at the time instance of T1-T2.
· T1 is the reception timing of the synchronization reference
· T2 is an offset which is positive, negative, or zero.
· Option 1: The synchronization reference is derived from the timing of a cell (not precluding the possibility that different cells may be used at different times).
· In this option, the cell may or may not be the serving cell of the UE

· Option 1.1: T2 is fixed in the specification.
· Option 1.2: T2 is configurable by the network.
· Option 1.3: T2 is derived from the PUSCH transmit timing associated with the cell (this option is only applicable in cases when the UE knows the PUSCH timing).
· Option 3: The synchronization reference is a synchronization signal transmitted by one UE 
· Option 3.1: T2 is fixed in the specification.
· Option 3.2: T2 is obtained from the one UE 
· Option 4: The synchronization reference comprises synchronization signals transmitted by more than one UE 
· Option 4.1: T2 is fixed in the specification.
· Option 4.2: T2 is obtained from the UEs 
· Option 5: The synchronization reference is transmitted by an external source, e.g. GNSS

· Other options are not precluded. 

· For D2D discovery signal within NW coverage, Options 1&5 are considered for further study.
· For D2D discovery signal outside NW coverage, Options 3,4&5 are considered for further study.
· For D2D communication signal, Options 1, 3, 4 & 5 are considered for further study.
· At least option 1.3 is supported for within NW coverage
Further study is required for the transmission timing in cases when a synchronisation reference does not exist. 

Note that a full definition of “within” and “outside” NW coverage is needed; revisit the relation between the above options and within/outside NW coverage after such a definition is clarified.
In RAN1#74, the following agreement is reached for discovery [2].
· For inter-cell discovery, synchronous and asynchronous cells deployments should both be studied

· The following two options for inter-cell discovery can be considered, including their potential applicability in different scenarios

· By directly or indirectly achieving information about the other cell synchronization reference timing 

· By decoding/detecting asynchronous discovery messages/signals without necessarily prior knowledge of the associated message/signal’s synchronization

· The detailed solution is FFS

The discussion in this contribution focuses on D2D synchronization and timing between cells, or in partial/no network coverage scenarios, together with the impact on subframe structure.
2 Synchronization
In the case of intra-cell, the synchronization procedure is quite straightforward as the local eNB can serve as a convenient timing reference. In inter-cell case, excessive timing offset is possible when neighboring cells are not synchronized at all, making it difficult to achieve synchronization between D2D UEs belonging to different cells.

When D2D UEs are under partial network coverage, or no network coverage, there is no traditional network node to provide the timing reference. In this case, UE can transmit synchronization signal for UEs nearby to sync up with, for example, this UE can be the cluster head that can be used for a common reference for multiple D2D UEs. The issue of excessive timing offset still exists when there are multiple cluster heads that are running with different timing. 

GNSS based synchronization, although simple, cannot work well indoor. Therefore, we will not discuss this solution in this contribution.

2. 1 Coordination based centralized global synchronization
When timing references of neighboring cells or clusters are significantly different, certain coordination can be considered between eNBs or cluster heads to achieve global synchronization.
· Alt 1: Inter-eNB or inter-cluster based synchronization 
If the local reference node is the traditional LTE node, i.e., eNB or PLN, X2 interface can be used to exchange the synchronization information between eNBs. Such coordination allows one or multiple cells to adjust its(their) synchronization reference, so that UEs in different cells can achieve global synchronization. In addition, if the local reference node is UE or cluster head, PC5 interface can be considered for multiple cluster heads to coordinate the synchronization, as seen in Fig. 1. Note that the distance between cluster heads should be close enough to support the airlink.
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Figure 1 Coordination based centralized global synchronization.
· Alt 2: Neighbor synchronization signal based synchronization 
In the case that eNBs of neighboring cells belonging to different operators, or the distance between cluster heads is too long to support the X2 interface (but still with overlap), as in Fig. 2, the synchronization procedure is similar to the cell re-selection when the UE in the overlap region can periodically or aperiodically measure the synchronization signals from neighboring cells or clusters, and feedback the list of synchronization signal list to its serving eNB or cluster head, in order to achieve global synchronization under inter-cell situation. 
If there is no overlap between eNBs or between cluster heads, the local synchronization signal cannot reach the neighboring cells/clusters. Then it may be possible to let a UE in the cell edge forward the local synchronization signal. The UEs in neighboring cells/clusters may be able to detect this synchronization signal. Then subsequent procedure is as the case with overlapping. 
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Figure 2 Neighbor synchronization signal based synchronization
This synchronization can achieve long-term UE-UE synchronization. The UE only needs to maintain one set of synchronization reference (UE may occasionally search for other cell’s synchronization signal in Alt 2). It is also easier to support the mobility. However, inter-node coordination is required, which may be difficult to implement due to non-technical reasons. Therefore, we do not recommend coordination based synchronization.

2.2 Distributed local synchronization
When UEs are out of the coverage of centralized synchronization reference node (including GNSS), D2D UEs may autonomously transmit the synchronization signal locally to achieve distributed synchronization. As Fig. 3 shows, UE1, UE2 and UE3 can transmit synchronization signals when they have data to transmit. These synchronization signals would be used by potential receive UEs for synchronization and timing.
Local synchronization can be released once the busty communication is finished. Therefore, its impact on neighboring cells is relatively small. However, for the receive UEs, periodic or random search is needed in order not to miss any potential synchronization signals sent locally. When the D2D UEs are densely populated, a UE has to maintain many synchronization references. When multiple local links collide, low priority links or link without traffic can be suspended, as the UE4 in Fig. 3.
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Figure 3 Distributed local synchronization.
As discussed above, even when D2D UEs are within the network coverage, global synchronization may still be difficult due to the security concern, and etc. On the other hand, distributed local synchronization is more flexible, and does not rely on the network deployment. Therefore, it is preferable for inter-cell UE synchronization. As the example shown in Fig. 4, UE1 is in the overlapped region. When it has data to transmit, UE 1 would first forward the synchronization signal referenced on its local eNB.
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Figure 4 Distributed local synchronization when there is network coverage.
Proposal 1: to consider distributed local synchronization in partial or no network coverage, and inter-cell synchronization in network coverage
Proposal 2: centralized global synchronization is FFS
3. Synchronization signal and discovery
As mentioned in previous section, there would two types of synchronization signal, one for centralized and the other for distributed. 
For centralized synchronization signal, the scenarios and requirements are similar to the downlink synchronization signal in LTE cellular networks. PSS/SSS can be directly reused. Of course, some parameters such as the period of transmission, transmit power, sequence length may be revised or enhanced, to support more flexible coverage, power consumption, etc.

In distributed mode, UE is responsible for the synchronization signal transmission. Besides the performance consideration and low power requirement, the design should also ensure the small impact on global synchronization or data transmission. Apart from PSS/SSS, uplink signals such as SRS and DMRS can also be used for synchronization. The link level performances of SRS and DMRS in terms of time error CDFs are plotted in Fig. 5 at SNR = -10, -5 and 0 dB.
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(a) SRS based, occupying 4 PRBs.
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(b) UL DRMS based, occupying 1 PRB.
Figure 5 Link level performance of signals potentially for synchronization.
The sequence used for synchronization can carry simple indications for the discovery message, for example the resource mapping to reduce the collision probability and detection complexity at the UE as seen in Fig. 6. The sequence can also carry a flag to indicate whether the message carry discovery information or communication control. And the UE can decide whether to decode the message. The discovery message can carry the application ID, or the configuration of D2D communication such as resource allocation.

[image: image7.emf]…

…

…

subframe

Synchronizationwindow

t

f

B

a

n

d

w

i

d

t

h

 

distributed synchronizationsignal

communication control/

discovery message

communication channel


Figure 6 Indications carried in synchronization sequence and discovery message
Proposal 3: in the absence of centralized global synchronization, it is recommended to use separate synchronization signal to provide synchronization reference and carry indications for discovery message or communication control information. 
4. Transmission timing in centralized global synchronization
In the case of centralized global synchronization, synchronization reference and D2D transmission points are not col-located. Even with cyclic prefix, there is still subframe boundary issue, as the example set up shown in Fig. 7.
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Figure 7 Distances in a D2D set up. 
· Case 1:  TA is configurable by the eNB/CH
eNB or cluster head can provide the synchronization reference and the UE is in RRC connected state. The synchronization reference node (eNB or cluster) can adjust TA in UE-specific manner. To reduce the impact on uplink cellular communication, D2D TA can be configured the same as the TA for cellular PUSCH. The interference to adjacent subframe is eliminated. The drawback is if the distance between D2D UEs is quite different from the eNB-UE distances, longer CP may be needed, as shown in Fig. 8.
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Figure 8 Transmission timing when TA of D2D is the same as TA of cellular PUSCH
To mitigate the excessive timing offset at the receiver, D2D TA can be configured as half of cellular PUSCH. In another word, transmission timing of all transmit D2D UEs is aligned. In this case, the receiver would see only the propagation delay between UEs. However, the D2D transmission would interfere with uplink cellular transmission, which requires puncturing to solve the problem as seen in Fig. 9.
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Figure 9 Transmission timing when TA of D2D is half of TA of cellular PUSCH
· Case 2: TA is fixed in the specification or preconfigured
eNB or cluster head cannot provide the synchronization reference, or the UE is in RRC idle state. In the absence of TA configuration, UE would use fixed or pre-configured timing offset for transmission timing. The simplest would be setting TA = 0, similar to PRACH, relying on enough cyclic prefix and gap to compensate timing offset. As seen in Fig. 10, the overhead of cyclic prefix and gap would be significant when the coverage of eNB is very large. 
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Figure 10 Transmission timing when TA of D2D is fixed to 0
Some optimization can be done by considering the coverage range. When D2D UEs are uniformly distributed in a cell, gap can be reduced.
As D2D timing needs to take into account of interference and UE complexity, we recommend to use eNB/cluster head to configure UE-specific TA, for example to be half of that cellular PUSCH, if UE is in connected mode; For idle UEs, TA is fixed in the specification or preconfigured based on cell coverage range, It is is FFS to use longer CP.
Proposal 4: use eNB/cluster head to configure UE-specific TA, for example to be half of that cellular PUSCH, if UE is in connected mode; For idle UEs, TA is fixed in the specification or preconfigured based on cell coverage range, It is is FFS to use longer CP.
5. Conclusions

Proposal 1: to consider distributed local synchronization in partial or no network coverage, and inter-cell synchronization in network coverage
Proposal 2: centralized global synchronization is FFS.

Proposal 3: in the absence of centralized global synchronization, it is recommended to use separate synchronization signal to provide synchronization reference and carry indications for discovery message or communication control information. 
Proposal 4: use eNB/cluster head to configure UE-specific TA, for example to be half of that cellular PUSCH, if UE is in connected mode; For idle UEs, TA is fixed in the specification or preconfigured based on cell coverage range, It is is FFS to use longer CP.
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