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1
Introduction
In last RAN1#74 meeting, various design aspects of D2D broadcast communication for Public Safety (PS) use case were discussed [1]. This contribution focuses on resource allocation issue and provides performance comparison between centralized resource allocation and distributed resource allocation methods.
2   Resource Allocation Methods
Resource allocation mechanisms for D2D broadcast communication can be categorized into centralized and distributed ways as shown in Figure 1. This section analyzes advantage and disadvantage of each scheme and discusses how each resource allocation method is modelled for the evaluation.
2.1
Overview
In the traditional centralized resource allocation, a central controller like the eNB collects all the channel state information of every UE in the system and allocates the available resources to maximize the throughput according to fairness and power constraints. Similarly, a controller in D2D broadcast communication would be responsible for managing the resources, which is called as Radio Resource Management Head (RRMH) hereafter. However, the functionality of RRMH in D2D broadcast communication should be restricted, because RRMH is not an eNB but a UE so that it cannot have all the functionalities of the eNB. Moreover, D2D broadcast communication may not need physical layer feedback for link adaptation, because it may not provide any performance gain as seen in the agreement [1]. Thus, the RRMH should be designed to have minimum functionality of resource coordination for the purpose of interference management among broadcasting UEs.
In the centralized approach, this RRMH can be pre-determined or semi-statically elected among the UEs. Pre-determining the RRMH means that a specific class of Public Safety UE has the RRMH function and only the UE can act as a RRMH. This approach can make resource coordination operation simpler, because it does not require additional overhead like RRMH election and it is similar to resource allocation procedure within network coverage. However, frequent transmission of control signal for resource allocation can cause a lot of power consumption. Moreover, unlike the eNB, the RRMH can have mobility and thus the transmission radius of control signal for resource allocation may limit performance of D2D broadcast communication in the case of pre-determined RRMH. On the other hand, if we introduce an election of the RRMH among broadcasting UEs, these problem can be somewhat resolved. For example, if a RRMH wants to extend its battery lifetime, the RRMH can hand over its role to one of broadcasting UEs. However, the possible additional complexity by introducing the RRMH election needs to be identified in this case.
On the other hand, broadcasting UEs can decide their resources in a distributed fashion. Random resource selection can be a simple example of the distributed manner, but its performance cannot be guaranteed because of the possible collision among broadcasting UEs. Thus an implicit coordination (e.g., carrier sensing) or explicit coordination (e.g., RTS/CTS in WiFi) would be required in distributed approach to prevent the collision among broadcasting UEs.
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Figure 1: Resource allocation methods
2.2
Resource allocation mechanism for evaluation
For the evaluation of centralized resource allocation, we consider two approaches depending on whether the RRMH is pre-determined or not as the following:

· Pre-determined RRMH: it is assumed that there exists one virtual RRMH in every hexagonal cell and it is located on the center of hexagonal cell like the eNB. We assume that the RRMH can allocate orthogonal resources for broadcasting UEs located in its control area, e.g., hexagonal cell by using a certain resource allocation procedure. Even if this approach is not practical, it can be considered to give the baseline of the centralized approach. In the evaluation, coordination between the RRMHs is not taken into account.

· RRMH election: a RRMH can coordinate the resources among broadcasting UEs only when broadcasting UEs are located within the coverage of control signal transmitted from the RRMH. Thus, the position of RRMH would be a critical factor that governs performance of the centralized resource allocation. To reflect this effect, we consider another centralized resource allocation mechanism, which is more practical than pre-determined RRMH case. In this approach, association of the RRMHs with broadcasting UEs is considered as follows:
· After UE dropping, selection of transmitters, and association of receivers with transmitters according to the agreement in [3], first RRMH is randomly selected from all transmitters within the entire 19 macro sites.

· We start associating transmitters (broadcasting UEs) with the RRMH based on association constraint. In other words, if the RSRP is greater than -112dBm for the RRMH, then we associate the RRMH with the transmitter.

· We randomly select the second RRMH that is already not selected as the first RRMH, and we re-start associating transmitters with the second RRMH based on the RSRP constraint.

· The transmitters that are already associated with the first RRMH are excluded in the association.

· The association is repeated until when all the transmitters are associated with the RRMHs.

For the evaluation of distributed resource allocation, two approaches are taken into account as the following:
· Random resource selection: broadcasting UEs randomly select their resources without any coordination. This approach can be considered to give the baseline of the distributed approach and it may provide lower bound on performance of D2D broadcast communication. 
· Resource selection based on implicit coordination: broadcasting UEs monitor resources during a pre-defined period and selects their resources based on energy sensing or channel measurement results.
3   Performance Evaluation
3.1
Evaluation assumptions
This section provides evaluation scenario and basic assumptions as the following:
· Control overhead and power consumption for resource allocation are not considered.

· Link adaptation: as our basic agreement that no closed loop physical layer feedback is used [1], a fixed MCS (QPSK and effective coding rate 1/4) and maximum transmission power are utilized, e.g., no power control.

· Resource granularity

· Frequency-domain resources: for the fair comparison between centralized and distributed approaches, we assume that the number of RBs for each broadcasting UE (NPRB) is fixed. 

· Time-domain resources: even if semi-persistent resource allocation can be considered for VoIP traffic, dynamic scheduling at a subframe level is considered. 

· Resource coordination between transmitters: we assume that every broadcasting UE transmits its data by using the same amount of resources (NPRB), which is an evaluation parameter. 
· Pre-determined RRMH: if the number of transmitters controlled by the RRMH is larger than the number of available NPRB, then the RRMH coordinates transmission opportunity of the transmitters. Otherwise, the RRMH orthogonally allocates the resources for broadcasting UEs located in its coverage range.

· RRMH election: after associating the RRMH with transmitters as mentioned in Section 2, each RRMH orthogonally allocates resources for the transmitters associated with it.

· Layout option: we assume outdoor UEs in layout option 5.
3.2
Evaluation results
3.2.1

Results on long-term SINR CDF
Figure 1 is showing the long-term SINR distributions depending on various NPRBs for the associated UEs in the uniform deployment, which means that short-term fading is not taken into account. It is observed from Figure 2(a) that when NPRB = 1 (i.e., 50 broadcasting UEs can be scheduled in a subframe), pre-determined RRMH shows the best performance as compared to RRMH election and random resource selection. In this Figure 2(a), pre-determined RRMH can be considered as ideal centralized resource allocation when no coordination between the RRMHs is considered. On the other hand, random resource selection can achieve similar performance to pre-determined RRMH, because the possibility of collision is low in the case of NPRB = 1. However, when NPRB increases to 5 and 10 as shown in Figure 2(b) and Figure 2(c), respectively, performance of random resource selection degrades because the more resources are allocated, the more collision probability increases. We can find that RRMH election shows the worst performance. It is mainly attributed to the fact that the current RRMH election, i.e., how to association of the RRMH with transmitters does not working. In other words, if a transmitter associates with previously selected RRMH, the transmitter cannot associate with other RRMHs regardless of channel quality between the RRMHs and the transmitter. Thus, when the transmitter already associated with previously selected RRMH is closed to other RRMHs, it can cause a lot of interference. This is not reasonable but this situation can happen frequently in a centralized approach that another controller who can coordinate RRMHs is not considered. It means that centralized approach requires a hierarchical architecture.

Observation 1: Random resource selection in distributed resource allocation can give better performance when the frequency resource granularity is smaller. 

Observation 2: RRMH election is a critical factor that governs performance of centralized resource allocation.

	[image: image3.emf]
	[image: image4.emf]
	[image: image5.emf]

	(a) NPRB = 1
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	Figure 2. Long-term SINR CDFs for uniformly dropped UEs after association depending on different NPRBs


3.2.2

Results on average system throughput and detection probability
In this section, we will provide average system throughput and detection probability of pre-determined RRMH, RRMH election, and random resource selection as function of NPRB, where ITBS = 4 is used for all NPRBs under consideration. For average system throughput, we use transport block size in each NPRB is multiplied by the number of successful decoding events and then we take average total number of bits during simulation runtime. On the other hand, detection probability is the ratio that total number of successful decoding is divided by total number of transmission. 
We find from Figure 3 that when NPRB is smaller and available resources are much enough, pre-determined RRMH and random resource selection can achieve similar performance in both average system throughput and detection probability. However, as NPRB is increasing and the available resources are less, pre-determined RRMH restricts transmission opportunity of broadcasting UEs but random resource selection does not. Thus, the average system throughput of pre-determined RRMH is saturated but random resource selection is not. However, detection probability of random resource selection is significantly decreasing. For example, when NPRB = 50, all transmitters in random resource selection always broadcast data in the entire system bandwidth, but only one transmitter can broadcast data in pre-determined RRMH. In order to achieve the best trade-off relationship between transmission opportunity and detection probability, a interference coordination mechanism should be considered.
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	(a) Average system throughput
	(b) Detection probability

	Figure 3. Average system throughput and detection probability as function of NPRB


Figure 4 shows average system throughput and detection probability of distributed resource allocation with a distributed interference coordination mechanism. Here we use threshold-based approach where each transmitter transmits data on its resource if the RSRP of the selected resource is less than the threshold, and otherwise the transmitter gives up transmitting its data. It is observed from Figure 4 that this approach can trade off transmission opportunity and detection probability.
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	(a) Average system throughput
	(b) Detection probability

	Figure 4. Average system throughput and detection probability as function of NPRB in random resource selection with a distributed interference coordination


Observation 3: Random resource selection with a distributed interference coordination mechanism can achieve better performance than a centralized resource allocation mechanism.
4   Conclusion
This document has compared the performance of centralized and distributed resource allocation mechanisms for D2D broadcast communication. The following are our observations and proposals:
Observations

· Random resource selection in distributed resource allocation can give better performance when the frequency resource granularity is smaller. 

· RRMH election is a critical factor that governs performance of centralized resource allocation.

· Random resource selection with a distributed interference coordination mechanism can achieve better performance than a centralized resource allocation mechanism.
Proposals

· Distributed resource allocation should be the baseline approach for D2D broadcast communication in Rel-12.
· Frequency-domain resource allocation for D2D broadcast communication should consider RB- or RBG-level granularity.
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Evaluation Assumptions
	Deployment scenario for the evaluation
	Urban Macro Scenario

	Layout
	Hexagonal grid, 19 cell sites, 3 sectors per site, wrap around

Option 5: Urban macro (1732m ISD) (all UEs outdoor) 

	Carrier frequency
	700MHz

	System bandwidth
	10MHz (50RBs)

	Path loss model
	According to agreed assumptions [3]

	
	O2O
	PL_B1_tot = max(PLfreespace, PL_B1), where
· Winner+ B1 pathloss (PL_B1) with:

· hBS = hMS = 1.5m
· hBS’ = hMS’ = 0.8m

· LOS offset = 0 dB
· NLOS offset = -5 dB

	
	LOS Probability
	PLOS=min(18/d,1)((1-exp(-d/36))+exp(-d/36) 

except I2I different building case

	Shadowing
	O2O
	7 dB log-normal

	Small scale fading
	Not applied

	Noise Figure
	9 dB

	UE TX power
	23 dBm

	UE drop
	According to agreed assumptions [3]

	In-band emission model
	Not applied

	Communication Resources
	Frequency resources: 1, 5, 10, 25, 50 RBs for each transmitter (5 cases)
Time resources: 1 subframe

	Traffic model
	Full buffer
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