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1Introduction

In RAN#60, an LTE Release 12 study item on CoMP for LTE with Non-Ideal Backhaul was approved in [1]. The main objective of this SI is to identify the impact of backhaul link imperfections on the performance of coordinated multipoint techniques. In this contribution, we discuss the impact of backhaul link latency on the performance of the DL CoMP CS/CB scheme.

2 Discussion

Coordination aspects of multiple eNBs:

In LTE Release 11, CoMP techniques were considered in deployments scenarios with, so called, RRHs (remote radio heads). In such deployments scenarios the eNB functionality is split between CPU (performing baseband processing) and RRH (performing radio frequency transmission), which is assumed to be connected with each other via close-to-ideal backhaul link (e.g., optical fiber). The baseband processing at the CPU is typically performed for multiple RRHs, making centralized baseband processing including joint scheduling decisions feasible.
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Figure 1: Coordination flow for Release-12 CoMP with non-ideal backhaul link
The non-ideal backhaul link assumption for Release-12 CoMP techniques makes the usage of the entire baseband processing at the CPU more problematic. For example, due to capacity constraints and tight synchronization requirements, the exchange of the Tx/Rx I/Q signal components between CPU and RRHs becomes less feasible. Therefore, for the purpose of the evaluation we assume that only the centralized scheduling procedures of CS/CB CoMP are carried out at the CPU, while the baseband Tx/Rx signal processing is kept at the eNB as in conventional LTE systems. 
Figure 1 illustrates the coordination model used for evaluating Release 12 CoMP schemes with non-ideal backhaul. The centralized processing unit (CPU) is responsible for applying the resource and beamforming restrictions for the coordinating eNBs. Depending on the desired level of coordination, the CPU may operate either using CSI feedback only or CSI and HARQ feedback from the active UEs. In the case the CPU decisions are solely based on CSI feedback, each eNB additionally performs user scheduling taking into account the resource and beamforming restriction decisions made by the CPU jointly for all coordinating eNBs. 
It should be noted that in LTE eNB schedulers operate independently from each other (‘flat’ architecture) and there is no specific requirement on the eNB behaviour w.r.t. the received coordination message(s) from neighbouring eNB(s) or some other network entity (e.g., CPU). Therefore, some discussion would be needed about the coordination model that should be used for further Release 12 CoMP evaluations.
Impact of non-ideal backhaul link
As discussed in the previous section, the scheduling functionality is performed at the CPU. Depending on the desired level of coordination, the CPU may operate either using only CSI feedback or both CSI and HARQ feedback from the active UEs. In the latter case, the CPU is performing user scheduling for the coordinating eNBs. Then, the additional latency incurred by the non-ideal backhaul link between the eNB and the CPU would introduce additional delay in the delivery of CSI and, even more importantly, the HARQ messages from/to the CPU (see Figure 2). In this case, due to the constraint on the number of HARQ processes (e.g., 8 in FDD) such coordination scheme with backhaul link delay would significantly impact the data throughput performance especially when non-full buffer traffic models are considered. Thus, the main focus of the following CS/CB evaluations is on the CPU coordination model using CSI feedback only. 
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(a) Conventional HARQ processing



(b)
HARQ processing for CoMP with backhaul link latency
Figure 2: HARQ processing flow

In the case the CPU operates with CSI feedback only, each eNB additionally performs UE scheduling taking into account the resource and beamforming restriction decisions made by the CPU jointly for all coordinating eNBs. Therefore, negative performance impact from using non-ideal backhaul would come from more outdated CSI feedback for beamforming restriction and some transition period at the beginning of packet transmission when CoMP UEs can only be served in the non-CoMP mode (see Figure 3).
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Figure 3: Impact of backhaul link delay for CoMP operation
System level performance evaluation
To see the potential benefits of CS/CB CoMP under the non-ideal backhaul link assumption, system-level performance evaluations were conducted for the homogenous and co-channel small cell deployment scenarios. Given the operators inputs on the priorities of using different backhaul links (see Table 1), two round trip backhaul link latencies of {4 ms, 20 ms} were considered in the evaluations corresponding to the minimum latencies of Fiber Access 1 and 3. For reference, CS/CB CoMP evaluation results with 0 ms backhaul link latency (Release-11 assumption) are also provided. 
Table 1: Categorization of non-ideal backhaul
	Backhaul Technology
	Latency (One way)
	Throughput
	Priority (1 is the highest)

	Fiber Access 1
	10-30ms 
	10M-10Gbps
	1

	Fiber Access 2
	5-10ms
	100-1000Mbps
	2

	Fiber Access 3
	2-5ms
	50M-10Gbps
	1

	DSL Access
	15-60ms
	10-100 Mbps
	1

	Cable 
	25-35ms
	10-100 Mbps
	2

	Wireless Backhaul
	5-35ms 
	10Mbps – 100Mbps typical, maybe up to Gbps range
	1


First, the performance of CS/CB CoMP was evaluated in the homogenous deployment scenario (CoMP Scenario-2 with non-ideal backhaul). In the evaluations, 3 neighboring eNB sites (9 cells) were coordinated by the CPU and the MMSE-IRC receiver was employed at the UE. The results for user throughput are presented in Table 2. It can be seen that in case of 0 ms backhaul link latency a performance improvement of 13.2% can be achieved for the cell edge user throughput. However, the performance gains disappear when backhaul link latency of 20 ms is considered.
Table 2: SLS results for CS/CB CoMP in the homogenous deployment scenario (CoMP Scenario-2)
	Transmission scheme
	UE throughput, Mbps
	Offered load, Mbps
	Macro RU, %

	
	5%-tile
	50%-tile
	95%-tile
	Average
	
	

	Baseline (non CoMP)
	3.9 (0.0)
	16.7 (0.0)
	49.7 (0.0)
	20.1 (0.0)
	6.2
	25.6

	CS/CB, ideal BH (0 ms)
	4.4 (+13.2%)
	18.1 (+7.8%)
	52.9 (+6.3%)
	21.4 (+6.1%)
	6.2
	21.1

	CS/CB, non-ideal BH (4 ms)
	4.2 (+8.1%)
	17.4 (+4.0%)
	50.9 (+2.2%)
	21.2 (+5.3%)
	6.2
	22.4

	CS/CB, non ideal BH (20 ms)
	3.7 (-3.8%)
	15.9 (-5.1%)
	47.3 (-4.9%)
	19.2 (-4.8%)
	6.2
	30.3


Similar observations can be made from Table 3 where the evaluation results for CS/CB CoMP in the sparse small cell scenario 1 are provided (CoMP Scenario 3 with non-ideal backhaul). In the simulations, coordination within one cell of a macro eNB and 4 small cells was considered. It can be seen that the performance gains of CS/CB CoMP remarkably reduce for backhaul link latency of 20 ms. 
Table 3: SLS results for CS/CB CoMP in small cell scenario 1 (CoMP Scenario-3)

	Transmission scheme
	UE throughput, Mbps
	Offered load, Mbps
	Macro RU, %

	
	5%-tile
	50%-tile
	95%-tile
	Average
	
	

	Baseline (non CoMP)
	4.4 (0.0)
	19.7 (0.0)
	49.8 (0.0)
	22.2 (0.0)
	27.8
	36.7

	CS/CB, ideal BH (0 ms)
	4.9 (+12.6%)
	21.7 (+10.4%)
	51.3 (+3.2%)
	24.9 (+12.2%)
	27.8
	29.1

	CS/CB, non-ideal BH (4 ms)
	4.8 (+10.3%)
	21.4 (+8.9%)
	51.2 (+2.9%)
	24.8 (+11.8%)
	27.8
	30.4

	CS/CB, non ideal BH (20 ms)
	 4.6 (+4.3%)
	20.3 (+3.2%)
	50.9 (+2.4%)
	23.4 (+5.4%)
	27.8
	33.2


3 Conclusions

In this contribution we provided initial evaluation results for DL CS/CB CoMP operating under non-ideal backhaul link assumptions. In the evaluations the inter-eNB coordination model with a centralized processing unit (CPU) was considered. The CPU provides beamforming and resource allocation restrictions to the coordinated nodes based on CSI feedback information from the active UEs. Based on the evaluation results for CS/CB CoMP in the homogenous deployment scenario (CoMP Scenario-2) and heterogeneous deployment scenario (CoMP Scenario-3) it was observed that for non-ideal backhaul link with 20 ms two-way latency the CS/CB performance gains are significantly reduced. It was also noted in the contribution that schedulers on eNBs operate independently from each other (‘flat’ architecture) and there is no specific requirement on the eNB behaviour w.r.t. the received coordination messages from neighbouring eNBs or some other network entity (e.g., CPU). Therefore, some discussion would be needed regarding the coordination model that should be used for further Release 12 CoMP evaluations.
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Table 4: Summary of simulation assumptions
	Parameters 
	Assumption 

	Channel model
	Homogenous: ITU UMa

Heterogeneous: ITU UMa/UMi

	System BW 
	FDD 10MHz 

	Antenna configuration 
	eNB: 2 cross-polarized antennas

UE: 2 cross-polarized antennas 

	Number of CSI processes 
	3

	Tx node selection RSRP threshold
	10 dB 

	UE distribution 
	Homogenous: Uniform

Heterogeneous: Clustered (Config. 4b)

	Transmission scheme
	TM9, SU-MIMO

	Outer loop for target FER control 
	10% PER for 1st transmission 

	Link adaptation 
	MCSs based on LTE transport formats 

	HARQ scheme 
	CC

	DL overhead
	30.95% 

	Handover Margin 
	1 dB 

	Initial transmission + Maximum number of retransmissions
	4 

	Feedback and control channel errors 
	No Error 

	Scheduler 
	Greedy search algorithm based on PF metric 

	UE speed
	3 kmph 

	Scheduling granularity 
	5 PRBs 

	Traffic load 
	Non fuller buffer FTP traffic model 1, S=0.5 MBytes

	Maximum rank per UE 
	2

	Receiver type 
	Interference aware MMSE-IRC 

	Feedback periodicity to eNB
	10 ms 

	CQI & PMI feedback granularity in frequency
	Subband PMI / Subband CQI (5 PRBs)

	PMI feedback 
	Rel.-8 LTE codebook 
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