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1 Introduction
A study item on heterogeneous networks was started during RAN#56 [1] to improve the coverage and capacity in UMTS. Heterogeneous networks consist of deployments where low power nodes (LPN) are placed throughout a macro-cell layout. In RAN1#70bis, 71, 72 and 72bis several contributions were presented describing various heterogeneous deployment scenarios. Heterogeneous deployment scenarios can be divided into two types namely co-channel deployment and combined cell deployment. 
There are many contributions discussing the system and link simulation results and the problems associated in co-channel deployment scenarios, where it was shown that significant gains in system throughout can be achieved with co-channel deployment without any modifications in the existing 3GPP standard.  In [2], overview of combined cell deployment was presented. Link level and system level analysis of combined cell deployment were presented in previous meetings [3], [4]. 
In this contribution, we present link simulation results with spatial reuse mode according to the simulation framework as proposed in [5].
2 Heterogeneous Deployment Scenarios 
We envision that the deployment scenarios for a UMTS network will be similar to those for a LTE network. For operators running both UMTS and LTE networks, a unified deployment strategy will likely be employed. In [5], two heterogeneous network deployment scenarios were defined as special cases of coordinated multiple point (CoMP) transmission for a LTE network. Thus like the LTE study item, we divide the heterogeneous deployments into two scenarios:
1. Co-Channel Deployment: In co-channel deployment, the low power nodes are deployed within the macro-cell coverage region, where the transmission/reception points created by the low power nodes have different cell IDs (different primary scrambling codes) as the macro cell. See Figure 1.  As shown in Figure 1, cells A, B and C have different primary scrambling codes, hence the same legacy procedure of cell selection etc. applies for each cell and is controlled by RNC.
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Figure 1: Low power nodes (LPNs) have different cell ids as that of the macro node in a co-channel deployment
2. Combined Cell Deployment: In a combined cell deployment, the low power nodes are deployed within the macro-cell coverage area, where the transmission/reception points created by the low power nodes have the same cell IDs (same primary scrambling codes) as compared to the macro cell; see Figure 2. This deployment is also referred to as soft or shared cell.  As shown in Figure 2, each node belongs to the same cell and these nodes assist the macro node.
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Figure 2: A combined cell deployment, where LPNs are part of the macro cell, i.e. macro and LPNs have the same cell id. 
While each of the deployment scenarios has benefits and challenges associated with the deployment, in this contribution, we focus on the combined cell deployment.  
3 Downlink Transmission Modes in Combined Cell 
Based on the data transmission from LPN and macro nodes, we can divide the downlink transmission modes into three types. 
A.  Single Frequency Network (SFN) or Multicasting: In this mode, multiple nodes (e.g. macro and LPNs) transmit the same data to a specific UE. Hence, the signal to noise ratio of the UE can be improved.  The main idea of this mode is to combine signals over the air from all nodes by means of transmitting exactly the same pilot, control channels and data channel in downlink using the same carrier frequency and spreading and scrambling codes.  
B. Spatial Reuse: In the SFN mode, all nodes are transmitting the same downlink signal. Hence it may not give capacity gains when the traffic load is high, as the SFN mode is used for coverage improvement. It was shown in [6] that many nodes do not contribute to the performance improvement; the resources from the nodes are not used effectively.  It was shown in [8], that the interference pattern in combined cell deployment is similar to that of co-channel deployment; we can use the resources from these nodes to schedule different UEs. Hence by using the resources between different UE, we can achieve capacity gains.
C. MIMO mode with spatially separated nodes: In this mode, some of the low power nodes act like distributed MIMO, i.e. MIMO transmission with spatially separated antennas. In this mode, MIMO gains (both diversity and multiplexing gains) can be achieved. Since it is well known that distributed MIMO provides significant capacity gains (better than MIMO transmission with co-located antennas) [12], [13]. By using this approach the performance of combined cell can be increased significantly.
4 Identifying the Best Suitable Node in Spatial Reuse Mode:
For identifying the best suitable node for data transmission, we envision two solutions. The first one is introducing new probing pilots which can be transmitted continuously at a low power level, the other one is using demodulation pilots as probing pilots with higher power.  The exact design of these pilots can discussed during the work item.  

Solution I: 

Figure 3 shows the message sequence chart of this method. Assume that a combined cell deployment consists of 4 nodes serving multiple UEs (The same procedure applies if the number of nodes is more than 4 or less than 4).  A reference signal which is unique to each node in a combined cell called fractional CPICH (F-CPICH) is transmitted from each node simultaneously and continuously. The F-CPICH is characterized by a spreading code (typically SF= 256) and a scrambling code which is either the primary scrambling code or a secondary scrambling code of the combined cell.  The F-CPICH channel power levels may be indicated to the UE during the initial cell set up. In addition to F-CPICH, the primary common pilot (P-CPICH) which is common to all the nodes is continuously transmitted. From these two different pilot signals, the UE estimates the channel and feeds back the channel quality information (CQI) associated with these two pilots at two time intervals. Note that the CQI estimated with F-CPICH indicates the channel quality corresponds to the specific node, referred to hereafter as CQIF, and the CQI computed using P-CPICH is the channel quality using the combined nodes, referred to hereafter as CQIP. These two CQIs are time multiplexed and sent on the uplink feedback channel HS-DPCCH. The same HS-DPCCH signal is received by all the nodes. The central processing unit processes the received signal (HS-DPCCH) from all the nodes.  From CQIF the central scheduler identifies which node the UE is close to.  Hence the scheduler informs the respective node to transmit to the UE. The assigned node transmits the demodulation pilot channel (D-CPICH), downlink control channel (HS-SCCH) and the downlink traffic channel (HS-PDSCH) to the respective UE.  Similarly, the central scheduler informs the other nodes to transmit to the other UEs. Note that D-CPICH and F-CPICH use different spreading codes and may have different power levels. For example, the power level of F-CPICH may be relatively low and D-CPICH may be relatively high.  Note that the exact design of probing pilots can be discussed during the work item phase
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Figure 3 Message sequence chart between the network nodes and the UE using F-CPICH.
Solution II: 

Figure 4 shows the message sequence chart of this solution. Assume that a combined cell deployment consists of 4 nodes serving multiple UEs (The same procedure applies if the number of nodes is more than 4 or less than 4). Instead of probing pilots, demodulation pilots are used from each node. In addition all the nodes transmit the same pilot signal P-CPICH. Note that channel sounding for CQI estimation is done on D-CPICH.  From the D-CPICH signal the UE estimates the channel and feeds back the channel quality information (CQI). The CQI information is sent in HS-DPCCH. The same HS-DPCCH signal is received by all the Nodes.
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Figure 4 Message sequence chart between the network nodes and the UE using D-CPICH.
The central processing unit processes the CQIs and identifies which node(s) a UE is closest to. Hence the scheduler informs the respective node to transmit to the UE. The assigned node transmits the downlink control channel (HS-SCCH) and the downlink traffic channel (HS-PDSCH) to the respective UE. Note that in this solution, D-CPICH needs to be continuously transmitted from each node. Since D-CPICH needs a higher power as it is used for data demodulation, we predict that this solution is power inefficient. Hence we recommend Solution I.
5 Link Simulation Results 
Figure 5 shows the user placement for analyzing the link gains achieved with the spatial reuse mode. Note that we used same simulation methodology is used as in [5]. The macro node is placed at the center of the hexagon and the LPN is placed on the line joining the macro to a hexagon’s corner. The user geometries are tabulated in Table 3. Remaining simulation assumptions are shown in Appendix.












Figure 5 User placement configurations in consideration
The geometry (macro/LPN) is defined as the ratio of the Ior(macro/LPN) to the Ioc, where Ioc does not include the contribution for the other cell (LPN/macro). This quantity is tabulated in Table 1. 
Table 1 User geometries and propagation offsets for different placements; co-ordinates are given with reference to macro (as origin), LPN at (72 m,-125 m).
	Location 

Index
	Co-ordinates

(x,y) in meters
	Ior(macro)/Ioc 

(in dB)
	Ior(LPN)/Ioc

(in dB)
	LPN propagation offset relative to Macro (in ns)
	LPN propagation offset relative to Macro (in UMTS chips)

	L1
	(57,-99)
	19
	5
	281
	1.1

	L2
	(62,-107)
	18
	12
	343
	1.3

	L3
	(65,-112)
	17
	17
	381
	1.5

	L4
	(67,-116)
	17
	24
	412
	1.6

	L5
	(0,-83)
	24
	-13
	0
	0

	L6
	(0,-167)
	15
	-10
	278
	1.1

	L7
	(-72,-125)
	16
	-19
	0
	0

	L8
	(-144,-250)
	4
	-28
	129
	0.5


In our simulations, two users are simulated in the network. The first user is always allocated to the macro-cell and the second user is allocated to the low-power node. Table 2 shows the user throughout when only macro node is present in the network.  Tables 3 and 5 show the link throughput with solutions 1 and 2.  Tables 4 and 6 shows the percentage of gain/loss compared to the macro only case. For reference we also provide the gain/loss in co-channel deployment in Table 7. Note that the gains are achieved with combined cell solution 1 are almost same as that of co-channel deployment.  
Table 2 Mean user throughput in Mbps with macro only case
	
	L1
	L2
	L3
	L4
	L5
	L6
	L7
	L8

	L1
	     -
	17.3781
	16.8087
	16.8087
	19.3054
	15.3867
	16.0646
	11.8717

	L2
	17.3781
	     -
	16.4085
	16.4085
	18.9052
	14.9865
	15.6644
	11.4715

	L3
	16.8087
	16.4085
	  -
	15.8390
	18.3358
	14.4170
	15.0949
	10.9020

	L4
	16.8087
	16.4085
	15.8390
	 -
	18.3358
	14.4170
	15.0949
	10.9020

	L5
	19.3054
	18.9052
	18.3358
	18.3358
	-
	16.9138
	17.5917
	13.3988

	L6
	15.3867
	14.9865
	14.4170
	14.4170
	16.9138
	-
	13.6729
	9.4801

	L7
	16.0646
	15.6644
	15.0949
	15.0949
	17.5917
	13.6729
	-
	10.1580

	L8
	11.8717
	11.4715
	10.9020
	10.9020
	13.3988
	9.4801
	10.1580
	-


Compared with the solution I, we observe 4-10% additional gains for the solution II at most of the highlighted locations. It is worthwhile to note that these gains are obtained in spite of the fact that extra power is allocated to D-PICH, reducing the available HS power. This extra power allocation to the control channels might be the reason the performance of the enhanced proposal is still lower than the co-channel HetNet by 8-11% at most locations.
Table 3 Sum throughput in Mbps with macro and LPN with solution I
	
	L1
	L2
	L3
	L4
	L5
	L6
	L7
	L8

	L1
	-
	11.2082
	13.1342
	16.9905
	10.1946
	10.2095
	10.1946
	10.1946

	L2
	6.0467
	-
	8.7261
	12.6823
	6.001
	6.0014
	6.0018
	6.0018

	L3
	3.0999
	3.9533
	-
	9.7256
	2.9397
	2.9546
	2.9397
	2.9397

	L4
	0.9916
	1.8450
	3.7710
	-
	0.8314
	0.8463
	0.8314
	0.8313

	L5
	20.8703
	21.7237
	23.6496
	27.5059
	-
	20.7024
	20.7100
	20.7100

	L6
	12.8106
	13.6640
	15.5900
	19.4462
	12.6504
	-
	12.6504
	12.6503

	L7
	14.2514
	15.1048
	17.0308
	20.8870
	14.0912
	14.1061
	-
	14.0911

	L8
	5.9306
	6.7840
	8.7100
	12.5662
	5.7704
	5.7853
	5.7704
	-


Table 4  Percentage of gain due to addition of LPN with solution I
	
	L1
	L2
	L3
	L4
	L5
	L6
	L7
	L8

	L1
	-
	-35.50
	-21.86
	1.08
	-47.19
	-33.65
	-36.54
	-14.13

	L2
	-65.21
	-
	-46.82
	-22.71
	-68.26
	-59.95
	-61.69
	-47.68

	L3
	-81.56
	-75.91
	-
	-38.60
	-83.97
	-79.51
	-80.53
	-73.04

	L4
	-94.10
	-88.76
	-76.19
	-
	-95.47
	-94.13
	-94.49
	-92.38

	L5
	8.11
	14.91
	28.98
	50.01
	-
	22.4
	17.73
	54.57

	L6
	-16.74
	-8.82
	8.14
	34.88
	-25.21
	-
	-7.48
	33.44

	L7
	-11.29
	-3.57
	12.82
	38.37
	-19.9
	3.17
	-
	38.72

	L8
	-50.04
	-40.86
	-20.11
	15.27
	-56.93
	-38.97
	-43.19
	-


Table 5 Sum throughput in Mbps with macro and LPN with solution II

	
	L1
	L2
	L3
	L4
	L5
	L6
	L7
	L8

	L1
	-
	11.0260
	12.9520
	16.8083
	10.0124
	10.0273
	10.0124
	10.0124

	L2
	6.02897
	-
	8.0691
	11.9254
	6.1295
	6.0014
	6.013
	6.0012

	L3
	3.0999
	3.9533
	-
	9.7156
	2.9397
	2.9546
	2.9397
	2.9397

	L4
	0.9518
	1.8052
	3.7312
	-
	0.7916
	0.8065
	0.7916
	0.7915

	L5
	20.8451
	21.6985
	23.6245
	27.4808
	-
	20.6998
	20.6849
	20.6849

	L6
	12.1939
	13.0473
	14.9733
	18.8295
	12.0337
	-
	12.0337
	12.0336

	L7
	14.2154
	15.0688
	16.9948
	20.8510
	14.0552
	14.0701
	-
	14.0551

	L8
	5.8415
	6.6949
	8.6209
	12.4772
	5.6813
	5.6962
	5.6813
	-


Table 6 Percentage of gain due to addition of LPN with solution II

	
	L1
	L2
	L3
	L4
	L5
	L6
	L7
	L8

	L1
	-
	-36.55
	-22.94
	-0.002
	-48.14
	-34.83
	-37.67
	-15.66

	L2
	-65.31
	-
	-50.82
	-27.32
	-67.58
	-59.96
	-61.61
	-47.69

	L3
	-81.56
	-75.91
	-
	-38.66
	-83.96
	-79.51
	-80.53
	-73.04

	L4
	-94.34
	-88.99
	-76.44
	-
	-95.68
	-94.41
	-94.76
	-92.74

	L5
	7.98
	14.78
	28.84
	49.88
	-
	22.38
	17.58
	54.38

	L6
	-20.75
	-12.94
	3.86
	30.61
	-28.85
	-
	-11.99
	26.94

	L7
	-11.51
	-3.80
	12.59
	38.13
	-20.10
	2.91
	-
	38.36

	L8
	-50.79
	-41.64
	-20.92
	14.45
	-57.6
	-39.91
	-44.07
	-


Table 7 Percentage of gain due to addition of LPN with co-channel deployment

	
	L1
	L2
	L3
	L4
	L5
	L6
	L7
	L8

	L1
	-
	-33.32
	-19.60
	2.72
	-45.48
	-31.49
	-34.48
	-11.34

	L2
	-64.48
	-
	-45.20
	-22.33
	-68.24
	-59.84
	-61.67
	-47.67

	L3
	-81.22
	-75.33
	-
	-38.58
	-83.71
	-79.17
	-80.21
	-72.6

	L4
	-93.88
	-88.30
	-75.71
	-
	-95.31
	-93.93
	-94.31
	-92.12

	L5
	8.11
	15.12
	29.21
	49.67
	-
	22.5
	17.69
	54.52

	L6
	-15.15
	-6.94
	10.10
	36.13
	-23.81
	-
	-5.75
	35.93

	L7
	-8.82
	-0.8
	15.71
	40.57
	-17.7
	6.00
	-
	42.53

	L8
	-48.62
	-39.05
	-18.19
	16.23
	-55.73
	-37.28
	-41.61
	-


7.  Conclusions
In this contribution, we presented the link simulation results for combined cell deployment with the spatial reuse mode. The results indicate that similar gains as that of co-channel deployment can be achieved when the spatial reuse mode is operating with continuous probing pilots and need based demodulation  pilots. 
 Proposal 1: We prefer Solution I, as this is more power efficient.
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6 Appendix

Table 1: Link level simulation parameters.

	Parameter
	Value
	Comments

	P-CPICH_Ec/Ior
	-10dB
	

	S-CPICH1 Ec/Ior
	-100dB
	

	S-CPICH2 Ec/Ior
	-100dB
	

	S-CPICH3 Ec/Ior
	-100dB
	

	Demodulation-CPICH Ec/Ior
	-13 dB for Solution I and -10 dB for solution II
	

	F-CPICH
	-16 dB
	

	Spreading factor for

HS-PDSCH
	16
	

	Modulation
	QPSK, 16QAM, 64QAM
	

	TBS
	Variable
	CQI based scheduling

	Number of Transport Blocks
	1
	

	HSDPA Scheduling Algorithm
	CQI based
	

	Geometry
	[0 5 10 15 20 ]dB
	

	CQI Feedback Cycle
	1 TTI
	

	CQI feedback error
	0 %
	

	HS-DPCCH ACK/NACK feedback error
	0 %
	

	Maximum number of HS-DSCH codes
	15
	

	Number of HARQ Processes
	6
	

	Maximum Number of H-ARQ Transmissions
	1
	

	HARQ Combining
	Chase Combining, 
	

	Redundancy and constellation version coding sequence
	{0,3,2,1} for QPSK

and 16QAM 

{6,2,1,5} for 64QAM
	

	Target Number of H-ARQ Transmissions
	1
	

	Residual BLER
	10% after 1 transmission
	

	Number of Rx Antennas
	2
	

	Channel Encoder
	3GPP Turbo Encoder
	

	Turbo Decoder
	Max- Log MAP
	

	Number of iterations for turbo decoder
	8
	

	Precoding weight vector determination
	NA
	

	Quantization of Precoding vector
	NA
	

	PCI/CQI Feedback delay
	12 slots
	

	Precoding Feedback error rate
	0%
	

	Precoder update rate
	NA
	

	Propagation Channel Type
	PA3
	

	Channel Estimation
	             Realistic
	

	Noise Estimation
	            Realistic
	

	UE Receiver Type
	Type3 
	

	Tx Antenna Correlation
	0
	

	Rx Antenna Correlation
	0
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