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1. Introduction
For public safety applications, followings are to be considered:
· Unicast
· Groupcast/broadcast
· Relay (Network-to-UE, UE-to-UE)
Also, following scenarios are to be considered:
· In-coverage
· Partial coverage
· Outside coverage
In this document, we discuss our views on the D2D communications for public safety with focus on unicast, groupcast/broadcast, and relay functionality under three scenarios above.
2. In-coverage communications for public safety
In-coverage communications for public safety can be realized by either work scope 1, work scope 2, or work scope 3 as in Table 1. In work scope 1, both unicast and groupcast are carried out using D2D communications. However, in work scope 2, all is done through eNB. In groupcast using network mirroring (or locally connected) of work scope 2, the network plays a role of relay between public safety users: UE sends the request/data to network in the uplink, and network groupcast/broadcast the data to a group of users [1].
While work scope 1 can provide most D2D advantages which we have already known, work scope 2 fully utilizes the merits of network functionality, thus providing robustness and reliability.
Table 1. Alternatives to realize in-coverage public safety communications.
	
	Work scope 1
	Work scope 2
	Work scope 3

	Unicast
	Unicast
by D2D
	Legacy LTE (via network) + locally routed (via eNB)
	Combination of work scope 1 and work scope 2

	Groupcast/broadcast
	Groupcast/broadcast by D2D
	Locally routed (Network mirroring)
	

	Relay
	N/A at within coverage


Proposal 1: We need to define the work scope of in-coverage public safety D2D communications.
3. Partial coverage communications for public safety
Until now, there is no exact definition of partial coverage. A UE, which is within coverage, simply having both in-coverage and outside coverage communication links can be considered as partial coverage as explained in Figure 1. This in-coverage UE, which plays a role of network-to-UE (or UE-to-network) relay, not necessarily to be a coordinator.

[image: image1.emf]
Figure 1. Partial coverage.
Proposal 2: We need to define the partial coverage D2D communications for public safety.
4. Outside coverage communications for public safety
Under outside network coverage scenario, there is no eNB to provide synchronization and to support link setup. Therefore, outside network coverage operation will be significantly different to the in-coverage case. For outside network coverage operation, there is a need to define basic frame structure for multiple access and link control. Also, a distributed scheduling (autonomous control) mechanism needs to be specified.
Before discussions, technology selection process is required:
· OFDM or OFDMA/SC-FDMA? 
OFDMA/SC-FDMA gives coverage extension and enables efficient use of time-frequency resource (scheduling with fine granulation).
· Network synchronization or Link level synchronization? 
Network synchronization guarantees much less power consumption and throughput enhancement (cf. ALOHA vs. slotted ALOHA). Also, for OFDMA to be used, network synchronization is not optional but mandatory.
In network synchronization, all UEs in the local area of interest agree on the start and end of a frame and start their transmissions with reference to this agreed frame timing. In link level synchronization, there is no agreement on the start and end of a frame between UEs, each UE can transmit at any time it wants to. However, there is a method for each UE to know the received packet start time and symbol timing (e.g. preamble reception).
In this Section, we discuss autonomous control mechanism and basic frame structure for outside coverage public safety communications based on synchronous OFDMA/SC-FDMA.
Proposal 3: Consider synchronous OFDMA/SC-FDMA for outside coverage D2D communications for public safety.
4.1. Quick review of the previous studies of autonomous control
In order to discuss autonomous control mechanism for outside coverage public safety D2D communications, we need to review CSMA/CA-based DCF of WLAN because it is the most widely known autonomous multiple access method in wireless networking. CSMA/CA consists of two stages: CSMA and CA, where CSMA is mandatory but CA is optional.
· CSMA: DCF requires a station wishing to transmit to listen for the channel status for a DIFS interval. If the channel is found busy during the DIFS interval, the station defers its transmission. In a network where a number of stations contend for the wireless medium, if the multiple stations sense the channel busy and defer their access, they will also virtually simultaneously find that the channel is released and they try to seize the channel. As a result, collisions will occur. In order to avoid such collisions, DCF also specifies random backoff, which forces a station to defer its access to the channel for an extra period. 
· CA: The benefits of CA (RTS/CTS handshaking) is to avoid hidden and exposed node problems. Figure 2 shows the whole process of CSMA/CA. In Figure 2, a station wishing to send data initiates the process by sending a RTS. The destination station replies with a CTS. 

[image: image2.emf]Backoff Backoff

RTS

DIFS

B

u

s

y

 

m

o

n

i

t

o

r

i

n

g

W

a

i

t

i

n

g

CTS

SIFS SIFS

DATA

SIFS

ACK

Transmitter

Receiver


Figure 2. CSMA/CA process.
With the CA, a station wishing to transmit can monitor not only transmitter station channel occupancy (RTS transmission) but also receiver station channel occupancy (CTS transmission). From Table 2, this station sees channel as available whenever receiver station does not use channel. This station doesn’t have to care transmitter station channel occupancy. Therefore, by monitoring both the transmitter and receiver station occupancies of a channel, a station wishing to transmit can avoid both hidden and exposed node problems.
Table 2. Channel availability criteria.
	RTS
	CTS
	Channel status
	Channel availability

	Busy
	Busy
	Occupied
	Not-available

	Busy
	Non-busy
	Exposed
	Available

	Non-busy
	Busy
	Hidden
	Not-available

	Non-busy
	Non-busy
	Non-occupied
	Available


4.2. Basic frame structure for outside coverage D2D communications
In CSMA/CA, multiple stations try to access single media (channel) to transmit their own packets. Analyzing WLAN packets, they can be classified into five categories: DATA, ACK, RTS, CTS, and BEACON. Although the BEACON is transmitted through the DATA packet, special interest should be given to it.
In OFDMA frame, we want to define five kinds of packets: DATA, ACK, LREQ, LRSP, and BEACON. Also we want to introduce multi-channel concept where there are multiple DATA, ACK, LREQ, LRSP, and BEACON channels per frame as in Figure 3.
Followings are brief descriptions of channels:
· DATA channels are used to transmit and receive user and/or some control information.
· The main purpose of ACK channels is to acknowledge decoding results of the corresponding DATA channels. There is one-to-one mapping between DATA and ACK channels (DATA channel k corresponds to ACK channel k). Other purposes of ACK channel will be provided later.
· Link setup and priority handling control channels
· LREQs (Link setup Request channels): Public-safety UE can request link setup to its neighbor public-safety UE by transmitting LREQ. For priority handling, Yield-Request can also be transmitted via this channel.
· LRSPs (Link setup Response channels): Link setup request via LREQ is granted by transmitting LRSP. There is one-to-one mapping between LREQ and LRSP channels (LREQ channel n corresponds to LRSP channel n).
· BEACON channels are used to manage network synchronization and to find neighbor UEs.
· Synchronization Reference Signal 1 (SRS1) is used to support frame synchronization.
· Synchronization Reference Signal 2 (SRS2) is used to support timing adjustment (TA) due to propagation delay. 
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Figure 3. Frame structure for autonomous control based on synchronous multi-channel OFDMA.
With this multi-channel concept, not only advantages from synchronous and OFDMA as mentioned earlier but also such advantages as UE-to-UE relay and different bandwidth applications explained in Figure 4 can be easily obtained.
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Figure 4. Flexibility of multi-channel autonomous control based on OFDMA.
Proposal 4: Define basic frame structure supporting multi-channel OFDMA/SC-FDMA for outside coverage public safety D2D communications.
4.3. Autonomous control mechanism
4.3.1. Unicast
Before the start of communication, transmitter UE has to access DATA channels which are available. In order to access DATA channel, transmitter UE has to monitor ACK channel occupancy (receiver side occupancy) and make “non-busy ACK table.” Based on this measurement, transmitter UE can try to make a reservation for DATA channels by transmitting randomly selected LREQ to its neighbor UE it wants to communicate with. The contents of LREQ might be transmitter UE ID, destination UE ID, non-busy ACK table, transmitter UE priority, buffer status, etc. On reception of this LREQ, the receiver UE compares the received “non-busy ACK table” with its own “non-busy DATA table” based on physical carrier sensing with respect to DATA channels (transmitter side occupancy). The set of channels common to both “non-busy ACK table” and “non-busy DATA table” can be informed to the transmitter UE via LRSP. Let’s define “grant table = non-busy ACK table [image: image6.png]


 non-busy DATA table.” ACK channel monitoring by transmitter UE and DATA channel monitoring by receiver UE can overcome hidden/exposed node problems. The contents of LRSP might be transmitter UE ID, destination UE ID, grant table, receiver UE priority, etc. Once a DATA channel is granted, it is reserved for the corresponding transmitter UE until intentionally released. So, this mechanism can be viewed as PRMA through LREQ/LRSP handshaking.
Though there is one-to-one mapping between DATA and ACK and between LREQ and LRSP, there is no one-to-one mapping between DATA/ACK and LREQ/LRSP channels (UE doesn’t have to use LREQ channel n to make a reservation for DATA channel n).
The independency between DATA/ACK and LREQ/LRSP resource pools gives much flexibility but may cause a contending for the same resources as explained in Figure 5: Transmitter UE1 transmits LREQ1 with non-busy ACK table of {1,2,4,5} to receiver UE1, and transmitter UE2 transmits LREQ2 with non-busy ACK table of {1,4,6,7} to receiver UE2. Then, receiver UE1 transmits LRSP1 with grant table of {1,2,4} to transmitter UE1 and receiver UE2 transmits LRSP2 with grant table of {1,7} to transmitter UE2 because receiver UE1 sees DATA channel 5 as occupied and receiver UE2 sees DATA channels 4 and 6 as occupied. Then, transmitter UE1 and UE2 will contend for DATA channel {1}. Therefore, collision can be occurred.
In order to avoid this kind of situation, receiver UE can make contending table based on the decodings of other LREQs which are not dedicated to it. In this case, receiver UE1 replies with not only grant table {1,2,4} but also contending table {1,4} based on the decoding of LREQ2. Also, receiver UE2 replies with not only grant table {1,7} but also contending table {1} based on the decoding of LREQ1. Then, in order to avoid collision there could be three strategies to take in terms of transmitter UE side based on the grant/contending table in LRSP.
· Collision avoidance: Do not use channels which are in the contending table. In this case, transmitter UE1 dose not use DATA channels {1,4} and UE2 does not use DATA channel {1}.
· Prioritization: If multiple UEs are contending for the same DATA channels marked by contending table, a UE with higher priority can use the contending channels. In this case, if transmitter UE1 has higher priority than UE2, UE1 can use not only DATA channel {2} but also contending channels {1,4}. But UE2 cannot use DATA channel {1}.
· Random use: This is a more aggressive spectrum usage than the above two. If UEs with equal priority are contending with the same DATA channels marked by contending table, each corresponding UE can use the contending channels according to the outcome of a trial. If the number of contending UEs are n, a trail with [image: image8.png]1/n



 probability of outcome can be performed at each corresponding transmitter UE.

[image: image9.emf]Occupied

DATA = {4,6}

Tx 

UE1

Tx 

UE2

Rx 

UE1

LREQ1: 

{1,2,4,5}

LREQ2:

{1,4,6,7}

Rx 

UE2

LRSP1: 

grant={1,2,4}

contending={1,4}

LRSP2: 

grant={1,7}

contending={1}

Oc

cu

pie

d

D

AT

A 

= {

5}


Figure 5. Example of contending for the same channels.
In Figure 5, all UEs are assumed to be within communication range. However, there would be other situations where some of the UEs are out of communication range and therefore, cannot decode corresponding LREQs. In Figure 6, RxUE1 cannot decode LREQ2 and RxUE2 cannot decode LREQ1. In this case there is no contending table, therefore contending situation cannot occur. Likewise, since RxUE3 and RxUE4 cannot decode other LREQs which are not dedicated to them, no contending situation occurs.
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Figure 6. UE locations of no contending situation.
Figure 7 is another example, where RxUE6 cannot decode other LREQ (LREQ1) which is not dedicated to it, therefore there is no contending table in LRSP2. Thus, TxUE6 can use DATA channels {1,4}. However, since there is contending table in LRSP1, TxUE5 can take one of the three strategies in using contending DATA channels {1,4}. Even though TxUE5 uses contending channels {1,4}, DATA channels {1,4} between TxUE5 and RxUE6 can be safely used. In fact, TxUE6 here is the exposed.
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Figure 7. UE locations of contending situation.
For any other UE locations, above three strategies are still valid for contending resolution.
Proposal 5: Define autonomous control mechanism for outside coverage public safety unicast D2D communications.
4.3.2. Groupcast/broadcast
As is the case in the unicast, we also need autonomous scheduling procedure for groupcasting. A UE wanting groupcast/broadcast has to request DATA channel scheduling via randomly selected LREQ channel containing groupcast ID, priority, etc. If a UE receives this LREQ (let’s assume LREQ channel number k), it replies with either grant (null signaling) or declining of grant via LRSP channel k depending on the situation with which it faces. If it sees DATA channel marked by the non-busy ACK table in the LREQ channel k as non-busy, it transmits null (no transmission) meaning the grant of the requested DATA channel. However, if it sees DATA channel as busy, it transmits reject-code meaning declining of grant. Reject-code is not UE-specific because multiple UEs may simultaneously decline granting. Even the multiple UEs transmit reject-code simultaneously, the groupcast scheduling request UE can decode it (SFN effect). If groupcast request UE fails to detect reject-code, then it can start groupcast/broadcast. In Figure 8, the transmitter UE cannot groupcast because it receives reject-code.
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Figure 8. Outside coverage groupcast/broadcast.
In groupcast, receiver UEs do not transmit ACK channel for the purpose of HARQ. However, they have to transmit energy via ACK channel to protect its current groupcast link. If there is no energy transmission through ACK channel, there is always a possibility for other link to be established over the current groupcast link. ACK channel is used not only for HARQ but for the current link protection.
Proposal 6: Define autonomous control mechanism for outside coverage public safety groupcast/broadcast D2D communications.
4.3.3. Priority handling
There will be a case where a UE having emergency call cannot find non-busy available channels. In this case, this UE can transmit Yield-Request via LREQ to take over some in-use channels. A UE having emergency call with non-busy ACK table of [image: image14.png]


 can transmit yield request table via LREQ. Upon reception of this LREQ in the k-th frame, UEs which are using DATA channels marked by the yield request table can release the corresponding channels at the (k+2)-th frame. 
If a UE receives Yield-Request via LREQ and is now transmitting the DATA channels marked by the yield request table at the k-th frame (UE1 in Figure 9), then this UE will transmit information saying “no DATA transmission in the next frame” at the (k+1)-th frame via corresponding DATA channels. If a UE receives Yield-Request via LREQ and is now transmitting the ACK channels marked by the yield request table at the k-th frame (UE3 in Figure 9), then this UE will transmit information requesting “no DATA transmission in the next frame” at the (k+1)-th frame via corresponding ACK channels. In this way, in-use DATA channels can be released no later than two frames.
Once in-use DATA channels are released, the UE having an emergency call can try to make DATA channel reservation with its own high priority.
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Figure 9. Priority handling.
Proposal 7: Consider priority handling mechanism for outside coverage public safety D2D communications.
4.4. BEACON broadcast
BEACON is basically broadcast. The purposes of BEACON broadcasting are: 
· Network synchronization management
· Neighbor UE discovery (advertizing its own presence to neighbor UEs)
· Network management, etc.
4.4.1. Beacon broadcasting with link level synchronization
Even in the case where there is no UE which is periodically transmitting synchronization reference signal for network synchronization, UEs can transmit BEACON at any time to notify some control information and their own presences. Also, UEs can receive BEACON without network synchronization. In this case, the required synchronization level is link level synchronization. 
4.4.2. Beacon broadcasting with network synchronization
In this case, at least one UE has to periodically transmit synchronization reference signal to support network synchronization. Communications (unicast, groupcast) are performed synchronously based on the a-priori known frame structure. Even the situation where communication is now in progress, BEACON broadcasting is still possible only if it is broadcast in conformance with the frame structure. Any UE can transmit synchronization reference signal periodically based on either by its own determination or by the request of any other UE using BEACON channel.
4.4.3. Network synchronization management
There are two kinds of synchronization:
· Network synchronization 
· Based on absolute time reference
· Based on non-absolute time reference
· Link level synchronization 
In network synchronization, the transmitted synchronization reference signal may have absolute time reference such as GNSS (Option 5) or not (Option 3). Sometimes multiple UEs may transmit synchronization reference signals simultaneously (Option 4) [2].
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Figure 10. Network synchronization options.
For simplicity, we first consider Perfect TA where there is no timing error due to the propagation delay. And then we will consider TA procedure.
· Under the assumption of Perfect TA
· Case 1: UE2 starts its transmissions with reference to the adjusted reception timing of the synchronization reference signal transmitted by UE1. Under the assumption of Perfect TA, the transmission times of UE1 and UE2 are the same.
· Case 2: UE3 has multiple UEs which are transmitting synchronization reference signal with absolute timing reference (GNSS). Since we have assumed all multiple UEs (UE1 and UE2) have absolute timing reference and perfect TA, the adjusted reception timing of UE3 (the transmission time of UE3) is the same as the transmission time of UE1 or UE2.
· Case 3: UE3 has multiple UEs which are transmitting synchronization reference signal. And some or none of the these UEs may have absolute timing reference. In Figure 11, UE3 has multiple different adjusted reception timings of the synchronization reference signal. There exists (non-zero) timing offset between synchronization reference signals from UE1 and UE2. In this case, UE3 has to decide which timing reference to follow and propagate the selected synchronization reference signal to the other side to make sure of network synchronization alignment between two different timing references.
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Figure 11. Cases of network synchronization.
· Considerations for TA procedure.
· Single synchronization reference signal (Case 1 in Figure 11): UE2 can request UE1 of TA by transmitting BEACON and a sequence such as cyclic-shifted Zadoff-Chu. In this case, UE2 has to transmit BEACON and the sequence with reference to the reception timing of synchronization reference signal from UE1.
· Multiple synchronization reference signal (Case 2 in Figure 11): UE3 can request either UE1 or UE2 of TA by transmitting BEACON and a sequence. If UE3 requests UE1 of TA, it has to transmit BEACON and the sequence with reference to the reception timing of the synchronization reference signal from UE1 rather than UE2 and vice versa. Therefore, there is a need to distinguish reception timings due to the different propagation delays from multiple sources.
Proposal 8: Consider network synchronization mechanism for outside coverage public safety D2D communications.
5. Conclusions
Based on the observations discussed in this contribution, we propose:
· Proposal 1: We need to define the work scope of in-coverage public safety D2D communications.
· Proposal 2: We need to define the partial coverage D2D communications for public safety.
· Proposal 3: Consider synchronous OFDMA/SC-FDMA for outside coverage D2D communications for public safety.
· Proposal 4: Define basic frame structure supporting multi-channel OFDMA/SC-FDMA for outside coverage public safety D2D communications.
· Proposal 5: Define autonomous control mechanism for outside coverage public safety unicast D2D communications.
· Proposal 6: Define autonomous control mechanism for outside coverage public safety groupcast/broadcast D2D communications.
· Proposal 7: Consider priority handling mechanism for outside coverage public safety D2D communications.
· Proposal 8: Consider network synchronization mechanism for outside coverage public safety D2D communications.
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CSMA/CA
Carrier Sense Multiple Access/Collision Avoidance

CTS

Clear To Send
DCF

Distributed Coordination Function

DIFS

DCF Interframe Space
D2D

Device to device
PRMA

Packet Reservation Multiple Access
RTS

Ready To Send
SIFS

Short Interframe Space
TA

Timing adjustment
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