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1 Introduction
This contribution addresses procedures for synchronization of UEs for ProSe D2D operations. The proposal addresses both discovery and communication phases. 

The following Options are considered based on the agreements in RAN1#73 [1]:
Agreements:

In cases when at least one external synchronization reference exists, which is always the case at least within NW coverage:

· A UE begins to transmit a D2D signal at the time instance of T1-T2.
· T1 is the reception timing of the synchronization reference

· T2 is an offset which is positive, negative, or zero.
· Option 1: The synchronization reference is derived from the timing of a cell (not precluding the possibility that different cells may be used at different times).
· In this option, the cell may or may not be the serving cell of the UE
· Option 1.1: T2 is fixed in the specification.

· Option 1.2: T2 is configurable by the network.

· Option 1.3: T2 is derived from the PUSCH transmit timing associated with the cell (this option is only applicable in cases when the UE knows the PUSCH timing).
· Option 3: The synchronization reference is a synchronization signal transmitted by one UE 

· Option 3.1: T2 is fixed in the specification.

· Option 3.2: T2 is obtained from the one UE 

· Option 4: The synchronization reference comprises synchronization signals transmitted by more than one UE 

· Option 4.1: T2 is fixed in the specification.

· Option 4.2: T2 is obtained from the UEs 
· Option 5: The synchronization reference is transmitted by an external source, e.g. GNSS

· Other options are not precluded. 
· For D2D discovery signal within NW coverage, Options 1&5 are considered for further study.
· For D2D discovery signal outside NW coverage, Options 3,4&5 are considered for further study.

· For D2D communication signal, Options 1, 3, 4 & 5 are considered for further study.

· At least option 1.3 is supported for within NW coverage
Further study is required for the transmission timing in cases when a synchronisation reference does not exist. 

Note that a full definition of “within” and “outside” NW coverage is needed; revisit the relation between the above options and within/outside NW coverage after such a definition is clarified. 

A further downselection of the above options is proposed in this paper, based both on numerical results and analysis of requirements. Global and GPS-based synchronization schemes are shown to be unable to fulfil the requirements of out of coverage D2D, while direct synchronization between selected UEs is shown to be a viable solution both for beacons and data detection in out of coverage scenarios.

It is worth observing that the above agreement is limited to transmitter timing synchronization, while similar agreements are also needed for transmitter frequency synchronization. It should also be considered which reference signal designs allow for efficient synchronization of the receivers, e.g., when beacons are received from neighbour (possibly unsynchronized) cells or other out of coverage UEs with a different synchronization reference. This paper covers also the above aspects.

2 Discussion on Direct Synchronization
D2D is required to work in a number of scenarios, including among others cellular networks where the cells are not time-synchronized, inter-PLMN D2D, partial NW coverage scenarios where only some UEs are under NW coverage and out of NW coverage UEs (the two latter scenarios are for PS only). UEs need to directly synchronize to another UE in order to be able to fulfil the requirements of the SI. Some scenarios requiring direct UE synchronization are:
1. Out of NW coverage UEs synchronizing to another UE (which might be within/out of NW coverage) for both discovery and communication

2. UEs tracking discovery beacons transmitted by other UEs camping on unsynchronized cells on the same carrier

3. UEs receiving direct (broadcast) communication across boundaries of possibly unsynchronized cells.

Even though Scenarios 2,3 might in principle be addressed by enabling UEs to read PSS/SSS/CRS and BCH for multiple cells, such a solution is in practice unfeasible because of near-far problems. All scenarios can actually be addressed by a common technical solution based on direct synchronization, as explained in the following. 

Observation:

· Synchronizing to other cells or clusters sync signals is not preferred because of near-far problems

2.1 Cluster Head-Based Synchronization
Devices acting as synchronization references to other UEs and transmitting direct synchronization signals are called cluster heads (CH). CHs do not necessarily need to be out of coverage UEs. An efficient system is characterized by a minority of UEs acting as CHs, while most UEs are either camping on a cell or on a cluster associated to a CH. 
All UEs camping on the same cluster (or cell) have a common synchronization reference, while UEs camping on different clusters (or cells) shall not be assumed to have the same synchronization reference [2].

It is assumed that discovery is possible across clusters (as explained in the following of this contribution) while direct communication may only happen within the same cluster. The limitation to same-cluster communication is necessary in order to allow synchronous data communication protocols that reuse existing LTE procedures. It is observed that clusters are defined on an on-demand basis (see Section 2.3), therefore the assumption of same-cluster communication does not limit UEs connectivity.
Proposal:

· Support direct discovery across unsynchronized cells and clusters

· Support direct communication only within a given cluster

· The clusters association may be dynamically adjusted to support seamless connectivity
2.2 Association of UEs to Clusters
The association of UEs to clusters is conceptually similar to cell selection: a UE searches for a cluster by reading its direct synchronization signals and camps on, e.g., the strongest cluster. Once the UE camps on a cluster it derives synchronization from such cluster. In this respect, there is a clear commonality between clusters and cells and CHs enable reuse of the network assisted D2D design also for out of coverage scenarios. 
Observation:

· Association of UEs to clusters is conceptually similar to cell selection
2.3 Cluster Head Election

UEs assume the CH role autonomously on a per-need basis. Some example cases where a UE assumes the CH role are the following:
· A PS UE is out of NW coverage and no CH is detected in proximity ( the PS UE becomes a CH
· A PS UE performs broadcast communication ( the PS UE becomes CH in order to provide a synchronization reference to potential receivers, including those camping on other cells and those that are out of NW coverage
· A PS UE under NW coverage acts as relay for out of NW coverage UEs ( the relay function implies the CH function
Observation:

· UEs assume the CH role based on pre-defined rules

2.4 Synchronization Options

Based on the analysis provided in this paper, the following subset of synchronization options is proposed:

Table 1: Transmission synchronization options proposal [1]
	
	UE within NW coverage
	UE outside NW coverage

	Discovery beacons transmission
	Option 1
	Option 3

	Direct data transmission
	Option 1.3
	Option 3



[image: image1]
Figure 1: Examples of synchronization settings for the proposed synchronization approach. The CH (“cluster head”) is the device acting as local synchronization master and broadcasting D2D synchronization signals.

Proposal:

· Consider the synchronization Options as in Table 1
· Option 1 (discovery) and 1.3 (communication) for UEs under NW coverage

· Option 3 for UEs outside NW coverage

3 Reference Signals Design
Direct synchronization is based on a set of known reference signals (RS) transmitted by the devices. Partly contrasting design principles need to be balanced in the design:

· RS bandwidth: 
· Larger bandwidth (e.g., 6 PRBs) allows for more accurate timing synchronization, better interference randomization, better frequency diversity and it allows for detection of multiple RS sequences (if needed).
· Narrow bandwidth provides better SNR per subcarrier and smaller overhead.

· RS periodicity

· Larger spacing between the RSs allows for increased resolution in frequency estimation
· Narrower spacing between the RSs gives larger frequency estimation range.

Regarding timing estimation, it is sufficient to guarantee that the timing resolution is a fraction of the CP, i.e., smaller than ~5us. Regarding frequency estimation, target accuracy in the order of 0.1 ppm may be considered based on existing RAN4 requirements [3]. Frequency estimation range should not be smaller than +/-4kHz
. In the following subsections the RS design for respectively synchronization signals transmitted by CHs and RSs embedded in the discovery beacons is discussed.
3.1 Synchronization Signals Design

Dedicated synchronization signals for D2D may be transmitted by selected UEs (CH, cluster heads) in order to broadcast a common synchronization reference to nearby UEs. Sync signals are primarily intended to allow nearby UEs to acquire frequency and timing synchronization and to identify the identity of the CH, similarly to the role of PSS/SSS during cell search. Therefore, it makes sense to reuse a similar design of PSS/SSS also for the D2D reference signals.
An example of D2D synchronization signals mapping to the frames transmitted by a CH is provided in Figure 2. Possibly, a larger periodicity than 10ms may be considered for the subframes carrying direct synchronization signals, in order to enhance energy efficiency at the cost of synchronization accuracy and latency. Broadcast information transmitted by the CHs may be provided in special control beacons associated to the direct synchronization signals.


[image: image2]
Figure 2: Synchronization signals design

Figure 3 and Figure 4 provide the performance for time estimation, frequency estimation and sequence identification based on direct synchronization signals reusing the same sequences as PSS/SSS, for AWGN and ETU channels in low mobility. Possible L2/3 filtering is not considered in these plots. It is shown that acceptable estimation performance can be reached in most cases even below 0 dB SNR (per subcarrier), which provides some robustness against interference. 

[image: image3]
Figure 3: Timing estimation, frequency estimation and sequence identification performance for direct synchronization signals (v1=v2=1m/s, AWGN channel)


[image: image4]
Figure 4: Timing estimation, frequency estimation and sequence identification performance for direct synchronization signals (v1=v2=1m/s, ETU channel)

Additional results for higher UE speed (assuming the double speed model from [5]) are provided in Figure 5 for the ETU channel model. The proposed PSS/SSS-based design performs acceptably even in these test cases, even though the performance of sequence identification might not be acceptable for ETU channels. The identification performance and receiver complexity may be improved by reducing the number of candidate sequences as compared to the currently considered 504 candidates.

[image: image5]
Figure 5: Timing estimation, frequency estimation and sequence identification performance for direct synchronization signals (v1=v2=17m/s, ETU channel)
Proposal:

· For direct synchronization signals transmitted by cluster head UEs consider a design similar to PSS/SSS

· 62 used subcarriers, 5 empty guard subcarriers at the signal band edges, two signals mapped to adjacent OFDM symbols

· The periodicity of synchronization subframes is FFS

· The number of possible synchronization signal sequences is FFS

3.2 Beacons Reference Signals Design

Beacons are small information packets transmitted in order to periodically advertise the presence of a UE or to trigger a broadcast transmission. Since beacons may be transmitted by UEs synchronized to a different cell or cluster, it follows that beacons should be self-contained, i.e., it should be possible for the receiver to decode them without assistance of additional signalling or additional synchronization signals.
Observation

· The beacon RS design should allow for detection of the beacons without prior information about their synchronization
Beacons need to carry some RSs in order to allow for coherent detection. In this section, the RS design for beacons is presented with special attention to time/frequency synchronization properties. A reference beacon BW of 1 PRB is assumed.

In order to allow for efficient detection of the beacons in time domain, RSs with 8 used subcarriers and 2+2 guard subcarriers at both edges of the PRB are considered here. The guard bands are intended to accommodate the roll-off of time domain filters. As a working assumption, the selected RS are windowed LTE ZC sequences (further optimization of the sequences is FFS).
Figure 6 shows different mapping alternatives for the beacon RSs for the cases of 2, 3 and 4 RSs/beacon. These mappings have been selected based on the ambiguity functions for time/frequency estimation (not shown here for limited space reasons).


[image: image6]
Figure 6: Beacons RS mapping examples for 2, 3 and 4 RSs/beacon. The proposed mappings are selected for frequency estimation performance.
Figure 7 shows the timing synchronization performance for the proposed patterns, for AWGN and ETU channel models at low speed. The estimation is based on the non-coherent ML estimation [6] based on cross-correlation of all the RSs on both the (uncorrelated) receive antennas, in a subsampled domain after time domain filtering. It is shown that timing estimation can be reliably performed down to 0 dB SNR for the AWGN channel. With ETU, 2 RS/beacons incurs in a ~15% probability that timing is not correctly acquired, while with 4 RSs/beacon the probability of incorrect timing is reduced to approximately 2%.

[image: image7]
Figure 7: Timing synchronization performance with AWGN and ETU channels, with low mobility, 0dB SNR.
Figure 8 shows the frequency synchronization performance for the considered RS patterns. The estimation is based on all the RSs on both the receive antennas and it is performed in the frequency domain. Ideal timing is assumed in Figure 8 when windowing the OFDM symbols. The following is observed:
· With 2 RSs/beacon accurate frequency estimation is not possible due to the limited estimation range.  Therefore, with 2 RSs additional frequency estimation methods need to be provided in order to confine the uncertainty within the interval +/-2.5kHz, which corresponds to the estimation ambiguity.

· With 3 and 4 RSs/beacon it is possible to resolve ambiguities up to +/-7.5kHz. Whether the overhead of 4 RSs vs. 3 RSs is justified by performance needs to be verified once the transmission format for the beacons is agreed.

[image: image8]
Figure 8: Frequency synchronization performance with AWGN and ETU channels, with low mobility, 0dB SNR.

Figure 8 provides the timing and frequency synchronization performance with ETU in case of moderate dual mobility. The performance is not largely worse than in Figure 7 and Figure 8, which confirms that the proposed patterns are suitable for moderate double mobility. Nevertheless, the advantage of 3-4 RSs vs.2 RSs/beacon is quite obvious, both for timing and frequency estimation.

[image: image9]
Figure 8: Timing and Frequency synchronization performance with ETU channels and moderate (dual) mobility, 0dB SNR.

Proposal:

· For discovery beacons RSs, consider the following design:

· 8 used subcarriers, 2+2 empty guard subcarriers at the signal band edges
· FFS between 3 or 4 RS symbols beacon for efficient time and frequency estimation in various mobility environments

4 Discussion on Global Synchronization (Option 4)

Option 4 may be seen as the enabler for a global synchronization approach where all UEs (within and/or without NW coverage) are synchronized to a global reference. Global distributed synchronization has been extensively studied in the scientific literature, especially in the context of sensor networks (see [4] and references therein for a survey). Even though the convergence performance is specific for each algorithm, some general conclusions may be drawn based on analytical results and convergence analysis.

According to Option 4, the synchronization algorithms considered in this section adapt the transmitter’s synchronization based on the linear combination of the synchronization references for all detected synchronization signals (details in Appendix B). 

Figure 9 shows that, in absence of propagation delays and mobility, the considered algorithm converges to a unique solution for both timing and frequency synchronization. Note, however that the converged value does not in general match the timing/frequency reference of the NW in case of partial NW coverage. E.g., in case of timing, the converged timing reference might differ from the NW timing reference by a larger amount than CP, preventing D2D between within/outside NW coverage UEs.
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Figure 9: Convergence analysis for 10 nodes, idealistically neglecting mobility and propagation delays.
Figure 10 shows that, as soon as propagation delays and (even moderate) Doppler shift is correctly considered, the algorithm does not converge anymore and it actually progressively diverges from the desired value. Such unfortunate behaviour is confirmed by theory (see, e.g., [4]) and it would prevent outside NW coverage operation since the UEs carrier frequency would progressively diverge from its nominal value.
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Figure 10: Convergence analysis for 10 nodes, including mobility (60 km/h @ 700 MHz) and propagation delays.

Another drawback of distributed global synchronization is that convergence is not reached whenever a single node in the network misbehaves (intentionally or even unintentionally). Such conclusion is supported, e.g., by the analysis in [7].

 A further disadvantage associated to global distributed synchronization is that it requires all UEs in the system to periodically transmit synchronization reference signals as well as to monitor virtually all other UEs synchronization reference signals, with obvious disadvantages in terms of interference, power consumption and receiver complexity.

Additional issues with global distributed synchronization are expected in case UEs with different coverage range (i.e., tx power) are present in the same geographical area, since some UEs are not able to be heard by all UEs they are detecting, thus violating some of the principles behind most distributed algorithms designs.

Additional issues may be present in case of small world effects (the convergence of a large number of UEs depends on few nodes) and in case of hidden nodes.

The fundamental assumption of global synchronization is furthermore incompatible with the SI requirements regarding support of unsynchronized networks and inter-PLMN D2D operations, and it hinders the development of a common solution for the PS and commercial D2D design.
Observation:

· Global distributed synchronization is not a preferred solution for D2D operations

Proposal:
· Do not support Option 4

5 Discussion on External Synchronization (Option 5)

The global reference approach suggested by Option 5 is not preferred because GPS is not a suitable synchronization source for PS for a number of reasons:

· Security reasons: satellites for global positioning systems are owned by certain countries and as such are not a suitable choice for synchronization reference of public safety equipment employed by other countries;

· GPS signals are potentially subject to jamming and their accuracy is not guaranteed;

· GPS is not a solution for indoor UEs, which would need means to inherit synchronization from other outdoor UEs;

· LTE networks are often not synchronized to GPS, which makes GPS unsuitable for synchronizing out of coverage UEs with UEs that are under NW coverage (partial NW coverage PS case);

· GPS power consumption significantly affects the autonomy of out-of-coverage PS UEs. 

Observation:

· GPS-based synchronization is not a preferred solution for D2D operations

Proposal:

· Do not support Option 5

6 Conclusions

This contribution discusses synchronization options and procedures and reference signals design for LTE-based D2D, including various link and system level simulations. Based on the analysis and results, the following is observed and proposed:

Observations:

· Synchronizing to other cells or clusters sync signals is not preferred  because of near-far problems

· Association of UEs to clusters is conceptually similar to cell selection
· UEs assume the CH role based on pre-defined rules
· The beacon RS design should allow for detection of the beacons without prior information about their synchronization

· Global distributed synchronization is not a preferred solution for D2D operations

· GPS-based synchronization is not a preferred solution for D2D operations

Proposals:

· Support direct discovery across unsynchronized cells and clusters

· Support direct communication only within a given cluster

· The clusters association may be dynamically adjusted to support seamless connectivity
· Consider the synchronization Options as in Table 1

· Option 1 (discovery) and 1.3 (communication) for UEs under NW coverage

· Option 3 for UEs outside NW coverage

· For direct synchronization signals transmitted by cluster head UEs consider a design similar to PSS/SSS

· 62 used subcarriers, 5 empty guard subcarriers at the signal band edges, two signals mapped to adjacent OFDM symbols

· The periodicity of synchronization subframes is FFS

· The number of possible synchronization signal sequences is FFS

· For discovery beacons RSs, consider the following design:

· 8 used subcarriers, 2+2 empty guard subcarriers at the signal band edges
· FFS between 3 or 4 RS symbols beacon for efficient time and frequency estimation in various mobility environments

· Do not support Option 4

· Do not support Option 5

Appendix A: Simulation Parameters for RS Design
	Channel model
	AWGN, ETU, 2 uncorrelated rx antennas

	Mobility model
	Dual mobility {v1,v2} [5]

	Carrier frequency
	2GHz

	UE speed
	v1=v2=1m/s, v1=v2=17m/s

	SNR definition
	Average SNR per RS subcarrier

	Timing estimation algorithm
	Non-coherent time domain correlation on the subsampled signal [6]

	Frequency estimation algorithm
	ML estimator in frequency domain


Appendix B: Simulation Parameters for Distributed Global Synchronization

	Deployment
	3x3km rectangular deployment

	UE distribution
	uniform

	Propagation model
	LoS

	Carrier frequency
	700 MHz

	UE speed
	60 km/h

	Sync detection threshold
	0 dB (SNR)

	Sync periodicity (reception)
	20 ms

	Sync periodicity (transmission)
	Sync transmission performed according to a random (UE specific) pattern, with average sync transmission periodicity 200 ms

	Distributed time correction algorithm. 

The same algorithm is used for frequency correction.
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