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1
Introduction
In the RAN#58 plenary meeting, a study item for LTE device to device (D2D) proximity services was approved [1].  The study item covered discovery and communication aspects for D2D.  
For the D2D communication, the following aspects are considered in [2]:

1. Unicast Communication
2. Broadcast Communication
3. Groupcast Communication
4. Relays 
Additionally, following scenarios are to be considered for D2D communication:
1. In network

2. Out of network 

3. Partial network 

This is shown in the figure below. 
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Figure 1 Various Communication Aspects and Scenarios
In this contribution, we provide design ideas for all of the above aspects. The main focus of this contribution is on synchronization and interference management which we believe are the two key problems that need to be addressed for D2D. We also talk briefly about other aspects such as CQI, H-ARQ, signalling, and code design  -- our approach for these aspects is to reuse as much as possible from existing 3GPP specifications. 
This contribution is structured as follows:
· In section 2, we motivate the use of synchronous OFDMA for D2D

· In section 3, we discuss techniques for achieving system synchronization needed for OFDMA operation
· In section 4, we discuss the key interference management problems for D2D communication
· In section 5, we discuss signalling and algorithms to deal with interference management for D2D communication 

· In section 6, we look at other aspects of D2D communication inluding control and data signalling and H-ARQ 
2 

A case for locally synchronous OFDMA design
LTE uses an OFDMA design for both uplink and downlink. So, OFDMA is a natural choice for an LTE D2D system. However, local synchronization is crucial for an OFDMA system which requires tight time and frequency synchronization. 
In order to motivate OFDMA for D2D, we take a step back and look at other approaches for D2D communication. In particular, we look at WiFi (IEEE 802.11n), Bluetooth, TETRA DMO all of which are asynchronous (at a system level) protocols, and look at the restrictions imposed by an asynchronous operation. A high level performance difference between these schemes is summarized in the table below – in our opinion, lack of synchronous operation leads to either a short link budget or low data rate or poor resource allocation through sub-optimal interference management and/or poor spatial reuse decisions. More details on the technologies are given in Appendix A.

	
	WiFi
	Bluetooth
	TETRA DMO

	Link Budget
	Short (~ 115 dB)
	Short (~ 120 dB)
	Long (~ 135 dB)

	Data rate
	High (~54 Mbps)
	Low (~1-3 Mbps)
	Low (~30 kbps)

	Interference management technique
	CSMA/CA or RTS/CTS

TDM scheduling
	Frequency hopping

Statistical averaging
	Frequency orthogonalization

	Dynamic Interference Management
	Yes
	No
	No

	Spatial reuse decisions
	Energy threshold based
	Unmanaged
	 Energy threshold based


In our view, a locally synchronous OFDMA operation is key to achieving a long link budget with dynamic interference management techniques and high data rates. 
Proposal 2a:  use a locally synchronous protocol for communication that enables OFDMA operation. 
Pursuant of Proposal 2a above, we take a brief detour to discuss some aspects of achieving system synchronization before discussing D2D interference management techniques. 

3 
D2D Synchronization Challenges and Solutions
3.1 Problem Definition 

At a high level, synchronization problem can be defined as achieving time and frequency synchronization for a set of UEs with partial or no support from the network. 

Note that the LTE DL synchronization procedure used PSS/SSS signals that are broadcast by eNodeBs every 5 ms and a UE (typically) synchronizes to the strongest base station. Thus, synchronization for WAN is mostly a link level problem. However, for D2D, synchronization becomes a system level problem. This is illustrated in the figure below: for N UEs WAN synchronization can be thought of as N independent 1x1 problems, but D2D synchronization is an NxN problem that requires a system level study. 
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Figure 2 WAN vs. D2D synchronization
Additionally, we can talk of two types of synchronization: global and local. In the global synchronization, we require all the UEs in the network to agree on the same time and frequency and each UE tries to minimize its offset with respect to all other UEs. In the local synchronization, our goal is to locally reduce the offsets with respect to the neighbors. Since D2D communication will be local, we focus on local synchronization.
Performance metrics

Impact of synchronization error on system performance is not straight-forward to capture. However, if a synchronous approach is adopted, then we propose the following metrics for studying performance of synchronization algorithms 

1. Probability of two neighbors being synchronized as a function of time

2. RMS timing error averaged across all synchronized neighbors as a function of time

3. RMS frequency error averaged across all synchronized neighbors as a function of time 

Note that LTE uses a normal cyclic prefix of 4.7 microseconds, and a sub-carrier spacing of 15 KHz - thus requiring very tight synchronization between UEs and base stations for all its signaling. Motivated by this, we target few us time synchronization error and few 100s Hz frequency synchronization error for the D2D synchronization problem.
Proposal 3a: D2D synchronization should target few microsecond timing error, and few 100s Hz frequency synchronization error. 
3.2 D2D Synchronization Challenges

Link level challenges

In traditional LTE, the primary synchronization signal (PSS) is sent once every five milliseconds by the base station. For a D2D system, sending a synchronization signal that often would be a drain on the battery, and may not be acceptable. 
Receiver complexity for detecting synchronization signals (e.g. PSS in LTE downlink), especially if a long synchronization period is adopted, can become an issue, and should be addressed.  
Observation 3a: two main link level challenges for D2D synchronization are energy efficiency and receiver complexity. 
System level challenges

Multiuser synchronization: as mentioned earlier, for D2D, synchronization is a system level problem. One of the questions that arise is: how does a UE that can see multiple other UEs (with consistent timing and frequency) synchronize to them? In a WAN setting, this is typically resolved by synchronizing to the strongest base station. However, for a D2D setting, there may be some benefit for a UE to synchronize based on multiple signals. 
Timing inconsistency resolution: how does a UE that see multiple other UEs with inconsistent timing or frequency resolve this timing ambiguity? This could for example be caused by two far away UEs with different notions of time and frequency coming in proximity due to mobility, or a UE powering up in between two synchronous clusters that are not synchronized to each other -- this is shown in Figure below.

[image: image3.png]



Figure 3 Timing Inconsistency Problem
Observation 3b: D2D synchronization is a multiuser problem and some mechanisms for dealing with timing ambiguity are needed. 
3.3 D2D Synchronization Solutions
Link level solutions 
As noted earlier, D2D synchronization has problems with respect to energy efficiency and receiver search complexity. In order to alleviate these problems, following two changes are proposed: 

1. Lower periodicity of transmission: instead of traditional 5 ms periodicity consider lower periodicity of transmissions (e.g. 100ms to 1 second) – some study of receiver algorithms is needed.
2.  Repeated PSS transmission can allow for a symbol level search algorithm for PSS detection: hence, we propose to change the signal structure slightly to repeat the PSS transmission allowing for an efficient symbol level search algorithm.
Proposal 3b: consider repeated PSS transmission with low duty cycle for synchronization.
Note that the proposal is for UEs to transmit PSS signals in the uplink spectrum for D2D.

System level solutions:

In our view, the synchronization problem can be naturally separated in two cases -- anchored and non-anchored. The anchored case is motivated at a system level by the partial network case where a fraction of UEs will have access to timing from WAN. Additionally, the anchored case can also be used for the fully out of network case where a fraction of UEs have access to GPS which provides accurate time and frequency synchronization (at least outdoors) and can and should be used when available. Thus, we define two synchronization problems:
1. Anchored: here a fraction of UEs have access to reliable timing (with or without propagation delay) 

2. Non-anchored: here none of the UEs have access to reliable timing

Anchored Synchronization 
We assume that a fraction of UEs have access to reliable timing and that should be used to propagate timing information further. For this case, much of the work done in TR 36.922 [3] can be reused. However, given that the D2D problem comes with a slightly different set of challenges, we feel that the following changes to [3] should be considered: 

· Link level changes proposed above 
· Over the air signaling mechanisms to replace backhaul based messages in [3]

· Signaling changes to enable multiuser synchronization: in the current LTE system, synchronization signals from different synchronized base stations are multiplexed on the same resource. This leads to relatively poor performance when trying to decode weaker base stations – hence we propose time orthogonalization of synchronization signal from different UEs as a technique to detect multiple synchronization sources. This can then be used to improve performance of the synchronization protocol.
Proposal 3c: consider 36.922 [3] as a baseline for anchored synchronization with FFS changes for D2D specific aspects.
Proposal 3d: time orthogonalization of synchronization signals from different UEs should be considered to facilitate easier detection. 
Non-anchored synchronization:

The problem here is to achieve fully distributed synchronization without any help from the network or GPS.
For this problem, two approaches can be considered:

1. Reuse anchored solution by designating certain UEs as anchors through an election process
a. The main problem with this approach is that different anchors will not be synchronized to each other and hence some mechanism may be needed either to correct this synchronization error or to deal with asynchronous interference.  
2. Explore other solutions for D2D synchronization. In particular, we feel a flat architecture for the non-anchored scenario can be used: 
a. A UE that cannot synchronize to other UEs starts broadcasting own timing signals
b. Subsequently, other UEs derive synchronization from UEs already synchronized, and participate in the multiuser synchronization problem

c. Additional protocols are needed for timing inconsistency resolution when a new UE sees conflicting timing sources. 
Observation 3c: non-anchored synchronization can be significantly different from anchored synchronization and new solutions for this problem should be studied.
4
D2D Interference management: Key Problems 

In this section, we discuss some of the key problems that need to be address for D2D interference management. 

4.1 D2D Interference Geometry

In LTE, intra-cell interference is managed by the eNodeB by orthogonalizing the UEs whereas inter-cell interference is managed mostly via statistical averaging. This technique works because UEs typically associate with the strongest eNodeB, and hence do not end up with severely bad geometries. This, however, is not the case for D2D communication as the intended receiver is unlikely to be the closest UE which can lead to very bad SINRs as illustrated in the Figure below (this is also similar to the closed subscriber group scenario for the small cell study). 
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Figure 4 D2D vs. Cellular Interference Pattern
Observation 4a:  interference geometry of a D2D system is more challenging than traditional cellular systems.
4.2 D2D - WAN interference management 
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Figure 5 D2D WAN co-existence
In case of shared spectrum, there will be interference between D2D communication and WAN communication. The interference to a great extent depends on where the D2D UEs are with respect to the base station as well as the power used by D2D transmission. Hence, multipe ways of dealing with D2D and WAN interference are needed. 
4.3 D2D spatial reuse

LTE is a full spatial reuse system which is in part motivated by the observation earlier that the interference of a cellular system is naturally managed because of association to the strongest base station. However, for a D2D system, clearly full spatial reuse will lead to bad SINR and hence bad throughput.
Observation 4b: dynamic spatial reuse schemes for D2D are needed to avoid low SINR operation. 
To motivate this further, we look at the three scenarios as shown in Figure below:

1. For Scenario A: the two links are interfering with each other and hence should orthogonalize with each other
2. For Scenario B: the two links are spatially separate and hence should reuse the spectrum
3. For Scenario C: with appropriate power control, both links can reuse the spectrum and achieve reasonable SINR
a. This entails the short link transmitter to reduce power while ensuing good SINR for his own receiver while minimizing interference
A general principal that can be used to decide spatial reuse is the achievable SINR: if two links being simultaneously active causes SINR of either link to drop below certain threshold, then the links should orthogonalize. Otherwise, the links should reuse the resource at the same time. 
Observation 4c: SINR based spatial reuse decisions should be considered. 
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Figure 6 D2D Reuse vs. Orthogonalize Scenarios

4.4 D2D Communication Across Synchronization Boundaries
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Figure 7 Communication and Interference across Synchronization Boundaries
This problem is motivated by two cases:

1. eNodeBs could potentially be asynchronous to each other, 
2. Distributed synchronization solution could lead to boundaries across which UEs are asynchronous

Given this, we need to support both communications as well as interference management across such synchronization boundaries.

Observation 4d: techniques for communication and interference management are needed across synchronization boundaries.  

5
Solutions for Interference Management
5.1 D2D and WAN interference management

We consider the following interference mitigation techniques:

1. Mode selection: D2D communication happens through the eNodeB. This is preferred when D2D UEs are under eNodeB coverage and possibly close to the base station.

2. Resource orthogonalization: D2D uses time and/or frequency orthogonal resources to WAN communication. This is preferred when D2D UEs are in coverage not close to the base station. This could be explicitly scheduled per UE or overall resource allocated for D2D. 
3. Power control: D2D communication is power controlled to the base station (to manage interference).

All these techniques should be controlled by the eNodeB and appropriate signaling as needed should be introduced.

Proposal 5a: D2D interference to WAN should be managed by the eNodeB using mode selection, resource orthogonalization and power control.
5.2 D2D Interference Management

Here we talk about interference management across multiple D2D communication links. Again, resource orthogonalization and power control can be considered as two main ways to control D2D interference. Here, we focus on algorithms on making appropriate resource orthogonalization algorithms that are agnostic to the power control algorithms. Power control algorithms should be studied in addition to resource orthogonalization.
Unicast 

As mentioned earlier, spatial reuse decisions are key to achieving good system throughput.  The signaling for interference management should facilitate making such decisions and provide ways for making measurements related to D2D interference. So, we would like signaling that allows for UEs to estimate interference to/from other UEs. 
For this, we propose the following two new signals that can be used for D2D interference management:
1. S-REQ (synchronized request)

a. Sent by transmitter indicating data to transmit with additional information that can be used for scheduling
b. used by all the receivers in the system to determine interference they will receive from a given transmitter

2. S-RSP (synchronized response)

a. Sent by receivers indicating receipt of S-REQ 

b. Used by all the transmitters to determine the interference that they will cause to a given receiver

A candidate signaling is shown below where resources are split into control and data. The control resource is used for making scheduling decisions. In this design, all the S-REQ’s are sent at the same time and are frequency multiplexed (note that transmitters don’t need to listen to S-RSP from other transmitters). Similarly, S-REQ signals from different receivers are multiplexed in frequency (again receivers don’t need to listen to S-RSP from other receivers). Note that frequency multiplexing is crucial in achieving a long link-budget without incurring significant overhead. Here, we show frequency orthogonalization for both control and data. 
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Figure 8 Control and Data division for unicast
Proposal 5b: S-REQ and S-RSP signals are proposed as a way of enabling appropriate spatial reuse decisions. 

Broadcast 
Interference management for broadcast can be conceptually similar to unicast interference management with each receiver considered separately. That is, a broadcast session should orthogonalize with a unicast link if:

· Broadcast transmitter causes too much interference to the unicast receiver, or

· Unicast transmitter causes too much interference to (a significant fraction of) broadcast receivers

Similarly, same reuse decisions can be applied for multiple broadcast sessions.  

Considering this, the unicast signaling can also accommodate broadcast communication where the transmitter sends an S-REQ and a fraction of receivers send S-RSP signals. 

This allows dynamic reuse of resource between unicast and broadcast communication, and additional hooks can be provided to prioritize broadcast communication if desired. 

Proposal 5c: broadcast should use similar signaling as unicast for interference management. 

Groupcast

Groupcast communication can either be approached as:

· Multiple unicast links for small number of UEs in a group or
· Broadcast links with additional algorithms for

a. floor control to determine which UE should transmit 

b. Providing ways for feedback such as ACK and CQI 
Proposal 5d: groupcast should use similar signaling to broadcast and unicast for interference management with additional signaling for floor control and ACK/CQI feedback. 

 UE to Network Relay 
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Figure 9 Relay and Legacy Interference Management
In this contribution, we focus on the UE to network relay. 

Relaying from an out of coverage UE to an in coverage UE is demonstrated in the figure above.  In this context, the main problems to solve are (i) interference management between access link and legacy WAN link (ii) efficient relay discovery and association protocols.

For relaying, the treating the backhaul link as a traditional WAN link is a natural choice. 

However, for the access link, there are two approaches that can be considered (i) relay acts as a traditional in-band relay – thus the access link is a legacy WAN link (ii) relay acts as a D2D UE where the access link is a D2D link.
Here, we propose the second approach as the first approach would require high implementation and energy burden on the relaying UE while also creating  undesirable interference pattern (DL cell edges), and will impact the traditional cellular performance.
For the second approach, one of the key proposals is to have an access link design that only operates in the uplink spectrum, i.e. both uplink and downlink of the access link use the uplink spectrum. In our view, this simplifies the UE implementation while making the interference to the backhaul link much easier to manage. 
Relay interference management: interference between an access link and WAN UL can be managed as follows:

· Access DL to legacy UL: depending on the power of access DL transmission this can either be explicitly scheduled by the base station (and hence orthogonal with legacy UL), or could be an underlay to WAN communication if the interference at the eNodeB is low enough 

· Access UL to legacy UL: this interference is naturally managed  as the uplink UE is out of coverage and hence doesn’t interfere the base station

· Legacy UL to access UL or DL: this problem is similar to the unicast communication discussed earlier (in Section 5.1) and similar solutions can be used here
Relay discovery protocols: we believe relay discovery protocol can be considered similar to the (open) discovery protocol where the information being carried in the discovery message is different and tailored to for Relay association (e.g. DL geometry of the relay).
Proposal 5e: relay access link should be treated as a D2D unicast link which operates only in the uplink spectrum for both directions

5.3 D2D Communication Across Synchronization Boundaries 
For communication and interference management across synchronization boundaries we propose extensions of fractional frequency reuse (FFR) schemes for D2D. Further, for communication across synchronization boundaries, it is proposed that the receiver synchronize to the transmitter timing.

For in-network coverage, a cellular reuse pattern may be used as shown in the figure below.  For the out of coverage case, a slow time scale distributed algorithm is proposed to select orthogonal sub-bands. 
Note that for D2D, the FFR band selection depends both on transmitter and receiver locations. We propose to do primary band selection based on the transmitter location with additional information regarding receiver interference incorporated either during band selection or during the scheduling procedure. 
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Proposal 5f: FFR is proposed as a technique for communication and interference management across synchronization boundaries.  

6
Other aspects

6.1 H-ARQ/ACK 
LTE UL follows a synchronous H-ARQ protocol. However, due to distributed nature of D2D scheduling we propose to use an asynchronous H-ARQ protocol similar to LTE DL.
Either dedicated ACK signaling or multiplexing ACK with S-RSP signal is proposed for unicast and groupcast communication. 

No ACK signaling is proposed for broadcast communication. 
6.2 CQI

Given the large dynamic range of interference for a D2D UE, the received SINR depends more crucially on the simultaneous interference rather than the channel quality itself. Hence, we propose to have a CQI feedback along with S-RSP signal to indicate the expected interference in addition to the channel quality. 

For both groupcast and broadcast – no CQI feedback is proposed. 
6.3 Signal and code design
We propose to use SC-FDM signalling with appropriate PUSCH/PUCCH signalling for both D2D control and data including the corresponding error correcting codes.

Additionally, application layer codes such as raptor codes can be studied for groupcast and broadcast communication.
7
Conclusion

In this contribution, we discussed aspects related to D2D communication, and made following observations/proposals: 
Proposal 2a:  use a locally synchronous protocol for communication that enables OFDMA operation. 

Proposal 3a: D2D synchronization should target few microsecond timing error, and few 100s Hz frequency synchronization error. 

Observation 3a: two main link level challenges for D2D synchronization are energy efficiency and receiver complexity. 

Observation 3b: D2D synchronization is a multiuser problem and some mechanisms for dealing with timing ambiguity are needed. 
Proposal 3b: consider repeated PSS transmission with low duty cycle for synchronization.
Proposal 3c: consider 36.922 [3] as a baseline for anchored synchronization with FFS changes for D2D specific aspects.
Proposal 3d: time orthogonalization of synchronization signals from different UEs should be considered to facilitate easier detection. 
Observation 3c: non-anchored synchronization can be significantly different from anchored synchronization and new solutions for this problem should be studied.

Observation 4a:  interference geometry of a D2D system is more challenging than traditional cellular systems.
Observation 4b: dynamic spatial reuse schemes for D2D are needed to avoid low SINR operation. 
Observation 4c: SINR based spatial reuse decisions should be considered. 
Observation 4d: techniques for communication and interference management are needed across synchronization boundaries.  

Proposal 5a: D2D interference to WAN should be managed by the eNodeB using mode selection, resource orthogonalization and power control.
Proposal 5b: S-REQ and S-RSP signals are proposed as a way of enabling appropriate spatial reuse decisions. 

Proposal 5c: broadcast should use similar signaling as unicast for interference management. 

Proposal 5d: groupcast should use similar signaling to broadcast and unicast for interference management with additional signaling for floor control and ACK/CQI feedback. 

Proposal 5e: relay access link should be treated as a D2D unicast link which operates only in the uplink spectrum for both directions

Proposal 5f: FFR is proposed as a technique for communication and interference management across synchronization boundaries.  
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Appendix A

WiFi

WiFi uses a CSMA/CA (or RTS/CTS) protocol for interference management [5].  This means that the interfering UEs are strictly orthogonalized in time, and a UE yields to any other UE that it can decode. Thus the spatial reuse of a WiFi system is essentially dictated by its link budget, and hence imposes a relatively short link budget. Increasing link budget comes at the cost of lowering the spatial reuse and thus reducing overall system throughput in WiFi. This leads to main problems:

1. Short link budget – increasing link budget comes at the penalty of lower system throughput

2. Poor spatial reuse – all UEs are required to orthogonalize any UE that they can hear

Bluetooth

Bluetooth uses frequency hopping as the main mechanism to deal with interference [6]. This leads to two main problems:

1. Low data rate: as a given UE only uses a small part of bandwidth

2. Unmanaged interference in a loaded system 

TETRA DMO

TETRA DMO relies on frequency orthogonalization (without hopping) across multiple links. There is a slow time scale algorithm for channel selection [4]. This leads to two main problems:

1. Low data rate: as a given UE only uses a very small part of bandwidth
2. No dynamic interference management 
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