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Discussion and Decision
1. Introduction
In RAN1#72bis multi-subframe scheduling [1] was discussed and several related questions were raised. For RAN1#72 the following next steps were identified:
· For RAN1#73, focus on study of multi-subframe scheduling and cross-subframe scheduling

· Identify characteristics of potential schemes, e.g. for multi-subframe scheduling, how does it differ from SPS, how many subframes, how is link adaptation and HARQ retransmissions handled? 
· Evaluate whether there are useful potential gains (in throughput or other gains) from overhead reduction (multi-subframe scheduling) or statistical multiplexing gain (cross-subframe scheduling)

· Consider impact of resulting scheduling restrictions and potential means to mitigate such impact

· Identify potential specification impacts
This contribution discusses some general issues that we see related to multi-subframe (MSF) scheduling.
2. Multi-subframe considerations
2.1 Transport blocks
It is natural to assume that each subframe which is part of the multi-frame scheduling carries a different transport block. The reason is that transport blocks are defined per TTI in LTE and also retransmissions work per transport blocks. In particular, acknowledgements are sent for each transport block separately in FDD operation.

Another consideration is the transport block size. One typical application for MSF scheduling is when a large amount of data is transmitted to or from one UE. It is a fundamental need that the transmission buffers in the UE and the eNB are already filled, such that the scheduled subframes will have guarantee of using the scheduled resources. These data can then be segmented into transports blocks of similar size, which are transmitted in the consecutive subframes. As the channel is not expected to change within the MSF-scheduling window, it is natural to assume that that the same resource allocation can be used for all scheduled subframes for the addressed UE. It is also a benefit that the activating DCI format can be referencing the same resource allocation and size in the frequency domain because individual resource allocations for each participating subframe would mean a very high overhead for the DCI format. 
Observation1: The transport blocks would need to be independent and have the same size for each MSF-scheduled subframe.
2.2 DCI formats
One important thing is what kind of DCI formats should be used for activating the multi-sub frame operation. Fundamentally, two options are available:
· New DCI format(s)

· Existing but reinterpreted DCI format(s)
The new DCI format(s) will require some detailed evaluation of the needed additional elements to the DCI, while the re-interpretation of the DCI format(s) would put some heavy restrictions to the flexibility of signaling, as the current DCI formats are already optimized for the current, single subframe-scheduling usage.

Observation2: Limiting the DCI formats to the existing ones and relying on re-interpretation would most likely put heavy restrictions on the operation of MSF-scheduling.  

The alternative of introducing a new set of DCI formats is an option that could be considered, and in this connection one should be aware that the extra needed information would contain at least one or more of the following:

· Individual HARQ process ID

· Individual new data indicator
· Individual redundancy version 

· Individual Modulation and coding index.

The DCI format size would increase correspondingly by the amount of bits for individual information multiplied with the number of TTIs included into the MSF-scheduling.
Observation3: Creating new DCI formats for MSF-scheduling will increase the DCI overhead and have implications to the search space definitions. 
2.3 HARQ operation
The current HARQ operation is quite optimized from a processing point of view, and as the eNB scheduler needs to have full information on the HARQ processes when doing the scheduling. The currently available number of DL HARQ processes would not be sufficient to enable continues multi-subframe scheduling operation for a UE without scheduling restrictions. Therefore, the number of DL HARQ processes would need to be increased as such in order to be able to schedule the UEs in all subframes.
If the MSF-scheduling introduces joint scheduling of “N” TTIs, the number of HARQ processes would increase with N-1. So, considering FDD with N=4, we would need 11 HARQ processes instead of the current 8 HARQ processes in order to enable continuous multi-subframe scheduling operation for a UE. For larger values of “N”, the number of HARQ processes would increase correspondingly. 
When the number of HARQ processes increases for the same UE category, the amount of available soft buffer memory per HARQ process will be reduced in a similar way, which would have an impact on the supported data rates – or incur additional cost of implementation (due to additional UE memory for soft buffers leading to a need for new UE categories to support this feature). The same general HARQ problems are of course also present for TDD.
Observation4: Introducing MSF-scheduling will increase the number of needed HARQ processes and correspondingly reduce the amount of soft buffer memory per HARQ process.

Therefore, for UE of a certain UE category, we either get data rate reductions due to scheduling restrictions in case the current HARQ process definition is kept (as continuous multi-subframe scheduling is not possible) or when increasing the number of DL HARQ processes, get a data rate reduction for the UE due to the smaller soft-buffer memory per HARQ process. So in general, we can state

Observation5: MSF-scheduling will result in reduced peak data rate for a UE of a certain UE category. 

A change in HARQ operation will of course require also substantial work on LTE MAC specifications. In addition, the UE needs to be configured and enabled for multi-subframe operation by some kind of higher layer signaling.

Observation6: Introduction of MSF-scheduling requires also substantial RAN2 work.

3. Conclusions
In this contribution, we discussed some aspects and our thoughts on MSF-scheduling that we see as being the pain points for the MSF-scheduling scheduling feature, which can be summarized in the following observations: 
· Observation1: The transport blocks would need to be independent and have the same size for each MSF-scheduled subframe.
· Observation2: Limiting the DCI formats to the existing ones and relying on re-interpretation would most likely put heavy restrictions on the operation of MSF-scheduling.  
· Observation3: Creating new DCI formats for MSF-scheduling will increase the DCI overhead and have implications to the search space definitions.
· Observation4: Introducing MSF-scheduling will increase the number of needed HARQ processes and correspondingly reduce the amount of soft buffer memory per HARQ process.
· Observation5: MSF-scheduling will result in reduced peak data rate for a UE of a certain UE category. 

· Observation6: Introduction of MSF-scheduling requires also substantial RAN2 work.
Hence, we overall we can summarize this as:
Overall Observation: Based on the analysis presented in this contribution, we do not see MSF-scheduling as a feature that would bring any benefits but would require substantial changes in specification work in several RAN WGs
Which leads to the following proposal:

Proposal: Unless significant benefits for MSF-scheduling can be shown – including real-life performance gains – we propose that RAN1 would discontinue any further investigations of this feature.
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