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1 Introduction
In RAN1#72bis, interference mitigation schemes for TDD eIMTA were discussed with the following agreements made:
· Backhaul signaling capturing eNB-to-eNB interference can be beneficial for TDD eIMTA
· Working assumption that New backhaul signaling capturing eNB-to-eNB interference is to be introduced 

· To be confirmed if gains are shown by evaluations in following meeting(s)
· FFS on the detailed contents of the information on eNB-to-eNB interference
· Any new backhaul signaling capturing eNB-to-eNB interference shall be assumed not to:
· impose mandatory behaviour in the receiving eNB 

· impose new requirements on the accuracy of eNB measurements (unless shown to be beneficial)
· impose new architecture for LTE 

Note that this does not preclude consideration in RAN1 of any feedback from RAN4.
The motivation of introducing new backhaul signaling to indicate eNB-to-eNB interference is to enable the coordinated scheduling methods for interference mitigation in TDD eIMTA, e.g. cell clustering interference mitigation (CCIM), or scheduling dependant interference mitigation (SDIM). In this contribution the performance of CCIM in TDD eIMTA is further studied considering realistic backhaul conditions. Backhaul signaling requirements for CCIM are also identified.
2 Discussion
2.1 Performance for CCIM with realistic backhaul
CCIM has been widely studied in the work item of TDD eIMTA and proven as an effective method to mitigate the inter-cell interference in TDD eIMTA [1]-[6]. Current studies on CCIM assume ideal backhaul between small cells. In this section, further evaluation on CCIM assuming realistic backhaul is provided. The evaluated deployment scenario is the multi-pico cell scenario with the simulation assumptions shown in appendix. The cell clustering threshold is 80dB. Two cell clustering schemes are evaluated, i.e. static cell clustering and dynamic cell clustering. In the former case, the cells are clustered according to large scale coupling loss only. While in the latter case, the cells are clustered also considering cell traffic loads, i.e. only the cells that are active for data transmission are clustered at a given time. In both cases, the coordinated scheduling within the cluster is uplink favored, i.e. select the UL-DL configuration which has the most UL subframes from the favored configurations in each cell. The following six cases are evaluated where the 1st and 6th cases can be regarded as the reference cases.
1) Fixed UL-DL configuration #1 in all pico cells, i.e. no traffic adaptation
2) Traffic adaptation per 10ms in isolated pico cells, fixed UL-DL configuration #1 in non-isolated pico cells
3) Traffic adaptation per 10ms, static cell clustering with ideal backhaul

4) Traffic adaptation per 10ms, dynamic cell clustering with ideal backhaul

5) Traffic adaptation per 10ms, dynamic cell clustering with 40ms backhaul delay

6) Traffic adaptation per 10ms without any interference mitigation scheme
Case 2-5 relates to interference mitigation mechanisms which may require different backhaul characteristic and signaling. Case 2 is a simplest interference mitigation where an eNB can measure the surrounding interference condition and decide whether to use traffic adaptation according to the measurement performed itself. When the cell can be determined as “isolated”, traffic adaptation can be applied within the cell, otherwise, a default fixed configuration #1 is used. To support case 2, no exchange on interference information or coordinated scheduling is required, which means no backhaul signaling may be needed.
For all the other cases (cases 3-5), information exchange between eNBs is needed to facilitate forming the cell clusters and coordinated scheduling within each cluster. Such information should include measured coupling loss and UL/DL traffic/buffer status in each cell. In the ideal backhaul cases (cases 3, 4), the information exchange is implementation specific. However, backhaul signaling is required for the non-ideal backhaul cases to support above information exchange (cases 5).
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Figure 1: UL cell average packet throughput
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Figure 2: DL cell average packet throughput

The evaluation results for the above six cases are shown in Figures 1 and 2, with the performance metric of UL and DL cell average packet throughput respectively. The observations from the evaluations results can be summarized as the following
· Case 2 (i.e. applying traffic adaptation in isolated cells only) does not show good performance. The performance is much worse in low to medium traffic load region for UL and the whole traffic load region for DL, compared to the reference case 6 (i.e. without any interference mitigation schemes). There is some gain with case 2 in medium to high traffic load region for UL compared with case 6, since the probability of eNB-eNB interference increases and the aligned UL-DL configuration within the cluster starts to show the effects on mitigating such interference. However, the gain is not meaningful since the UL performance in this region is similar or lower than case 1 (i.e. no traffic adaptation in all cells). 
· The performance of all evaluated cell clustering schemes (i.e. cases 3-5) are largely superior to the reference case 1 as well as the case without backhaul information exchange (i.e. case 2). Cell clustering schemes (i.e. cases 3-5) can have marginal gain/loss on the DL performance compared with the reference case 6, depending on the cell clustering scheme and backhaul assumptions. However, the gain in the uplink is significant.
· Since the applied coordinated scheduling method is uplink favored, the static clustering scheme (i.e. tighter cell clustering) can better protect uplink performance compared to the dynamic clustering scheme which can be considered as a relaxed cell clustering. Dynamic clustering can have better downlink performance. 

· For cell clustering schemes, the performance with non-ideal backhaul assumption is good and the loss compared to ideal backhaul assumption is insignificant.
Given the evaluation and analysis above, as CCIM shows good performance with non-ideal backhaul assumptions, the study and specification on the backhaul signaling to support CCIM can be motivated. In order to determine the cell cluster in which the coordinated scheduling should be performed, knowledge of the eNB-eNB interference measured in each cell is required. Therefore working assumption on the introduction of new backhaul signaling capturing eNB-to-eNB interference should be confirmed.
Observation 1:

CCIM shows good performance with realistic backhaul assumptions, which motivates the study and specification on the backhaul signaling to support CCIM.
Proposal 1:

Confirm the working assumption that new backhaul signaling capturing eNB-to-eNB interference is introduced. Further study the backhaul signaling design to support CCIM.
2.2 Backhaul signaling requirements for CCIM
In order to support CCIM, the following key steps are required.
Step 1: Knowledge of the information on eNB-to-eNB interference between each other, so that cells can be divided into cell clusters
Step 2: Coordinated scheduling of the UL-DL configuration within each cell cluster
The first step requires measurements on the eNB-to-eNB in each cell. As only large scale interference property is required in CCIM, measuring only coupling loss between eNBs should be sufficient. Measuring RSRP by the eNB from the receiving signal from another eNB can be the simplest way to do. Such eNB RSRP measurement can the same as supported by current HeNBs and implementation specific. The measured RSRP should be exchanged among eNBs so that a cell can determine the cells cluster in which the coordinated scheduling should be performed. It is therefore proposed that an eNB exchange the measured RSRP for each of the surrounding cells by X2 interface to the neighbor eNBs.
The second step requires the exchange of the information reflecting instantaneous DL/UL traffic/buffer status of in each cell, so that a coordinated UL-DL configuration can be selected for each cell cluster in distributed or centralized way. In a distributed mechanism, each eNB collects the above information via X2 interface and decides the optimized UL-DL configuration considering the strong interferer(s) and their instantaneous DL/UL traffic/buffer status. Therefore a common UL-DL configuration can be selected for the cells within a cluster (i.e. strong interferer to each other) provided the same algorithm is implemented in each eNB.
It is also beneficial to support centralized mechanism for the coordinated scheduling. In a heterogeneous network deployment with macro and small cells, it is straightforward that the macro eNB or one of the small cell eNB can be selected as the centralized unit who behaves the coordinated scheduling. The macro eNB, for example, can collect the above required information via X2 interface and determine a recommended UL-DL configuration for each small cell cluster, and then inform it to each of the small cells. It should be noted that such a centralized operation does not impact the network architecture. In addition, the selected UL-DL configuration informed through X2 interface is only a recommendation for the cell cluster and does not impose any mandatory behavior in the eNB who receives the information.
Proposal 2: 
The following information should be exchanged via X2 interface to support CCIM. 

· eNB measured RSRP for each of the surrounding cells
· information reflecting DL and UL traffic/buffer status in the cell
Proposal 3:
To support centralized operation of CCIM, a recommended UL-DL configuration should be informed by X2 interface.
3 Conclusions
In this contribution, the performance of CCIM is further studied and the required backhaul signaling is also discussed. In summary we have the following proposals:
Proposal 1:

Confirm the working assumption that new backhaul signaling capturing eNB-to-eNB interference is introduced, and further study on the backhaul signaling design to support CCIM.

Proposal 2: 
The following information should be exchanged via X2 interface to support CCIM. 

· eNB measured RSRP for each of the surrounding cells
· information reflecting DL and UL traffic/buffer status in the cell

Proposal 3:
To support centralized operation of CCIM, a recommended UL-DL configuration should be informed by X2 interface.
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5 Appendix

5.1 Simulation assumptions
Table A-1: Pico-cell system assumptions for multiple pico cells scenario
	Parameters
	Assumptions

	Scenario
	Co-channel and multiple pico cells

	System bandwidth
	10 MHz

	Carrier frequency
	2 GHz

	Inter-site distance
	500 m

	Macro deployment

	The typical 19-cell and 3-sectored hexagon system layout

Note that macro cells are deployed but not activated    

	Pico deployment
	40m radius, random deployment

	Number of pico cells per sector
	4

	Minimum distance between pico cells
	40 m

	Minimum distance between UE and pico
	10 m

	Pico antenna pattern
	2D, Omni-directional

	Pico antenna gain
	5 dBi

	UE antenna gain
	0 dBi

	Pico noise figure
	13 dB

	UE noise figure
	9 dB

	Maximum pico TX power
	24 dBm

	UE power class
	23 dBm (200 mW)

	Open loop UL power control parameters
	Pico UE: P0 = -76 dBm,alpha = 0.8

	Number of UEs per pico cell
	10 UEs uniformly dropped around each of the Pico cells within a radius of 40m

	Shadowing standard deviation between  outdoor Pico cells
	6 dB

	Shadowing correlation between UEs
	0

	Shadowing correlation between picos
	0.5

	Pico-to-pico pathloss
	LOS: if R<2/3 km, PL(R)=98.4+20log10(R) [free space loss]                                                    else, PL(R)=101.9+40log10(R), R in km [ Dual slop model TR25942 section5.1.4.3]

NLOS: PL= 40log10(R)+169.36, R in km [25.942:section 7.4.1.2.1.4 TR 101 112(ETSI):Annex B1.8.1.2] 

Case1: Prob(R)=0.5-min(0.5,5exp(-0.156/R))+min(0.5, 5exp(-R/0.03)) [36.814: table A.2.1.1.2-3 the probability of Relay-UE case1]

	Pico-to-UE pathloss
	PLLOS(R)=103.8+20.9log10(R)    
PLNLOS(R)=145.4+37.5log10(R)  

For 2GHz, R in km 

Case1: Prob(R)=0.5-min(0.5,5exp(-0.156/R))+min(0.5, 5exp(-R/0.03)) [36.814: table A.2.1.1.2-3 Pico-UE]

	UE-to-UE pathloss
	If R<=50m, PL=98.45+20*log10(R), R in km

If R>50m, PL=55.78 +40*log10(R), R in m (Xia model)

[Section 7.4.1.2.1.4 of TS25942, Annex B1.8.1.2 of TR 101 112(ETSI), ETSI STC SMG2 UMTS L1#9 Tdoc 679/98]

	Fast fading
	Not modeled

	Traffic model
	FTP model 1 in TR36.814
Poisson distributed with arrival rate λ

Number of UEs according to the simulated scenario

A packet is randomly assigned to a UE with equal probability

Independent traffic modeling for DL and UL per UE
Fixed size of 0.5Mbytes as in TR36.814
Independent traffic generation per cell
Same arriving rate for all the cells
Ratio of DL and UL traffic loads = 2:1

	Time scale for reconfiguration
	infinity (i.e. fixed reference configuration), or

TDD UL-DL reconfiguration every 10ms

	UE antenna configuration
	1 Tx, 2 Rx

	Fixed reference TDD UL-DL configurations
	TDD UL-DL configuration 1 with ratio of DL and UL arrival rate = 2/1

	Link adaptation
	MCS selection with 10% BLER, assuming ideal CSI
If the highest MCS is selected, the BLER may be less than 10%, which shall be modeled

	Set of TDD UL-DL configurations
	The seven TDD UL-DL configurations defined in Rel-8 can be used for reconfigurations

	Cyclic prefix length
	Normal CP in both downlink and uplink

	Special subframe configuration
	Configuration #8

	Packet drop time
	The packet drop time is either not modeled or modeled according to 36.814 (i.e. 8s for 0.5MB and 32s for 2MB)

	Downlink/uplink receiver type
	MMSE for both downlink and uplink

	UL modulation order
	{QPSK, 16QAM, 64QAM}

	Shadowing standard deviation between Pico and UE
	3dB for LOS and 4dB for NLOS

	Performance metrics
	DL and UL Cell average packet throughput

	Scheduler
	· First-in-first-out packet scheduler

· Full bandwidth assignment, i.e. without frequency selective scheduling

· MCS selection by the large scale channel quality.

	HARQ and ARQ
	· Ideal HARQ timing, i.e. a retransmission can happen in the first available subframe after 8ms

· Chase Combining with maximum 4 transmissions

· Retransmission by high layer till TB is received correctly

	Interference mitigation schemes
	1) Fixed UL-DL configuration #1 in all pico cells, i.e. no traffic adaptation

2) Traffic adaptation per 10ms in isolated pico cells, fixed UL-DL configuration #1 in non-isolated pico cells
3) Traffic adaptation per 10ms, static cell clustering with ideal backhaul
4) Traffic adaptation per 10ms, dynamic cell clustering with 40ms backhaul delay
5) Traffic adaptation per 10ms, dynamic cell clustering with ideal backhaul
6) Traffic adaptation per 10ms without any interference mitigation scheme
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