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1 Introduction

In HetNet deployments, traffic from macro cell can be offloaded to the LPN resulting in capacity gain.  One way of increasing offloading of traffic from a macro cell to LPNs is via range expansion, whereby the CIO for the LPNs is increased, thus biasing the UE handover in favour of the LPN.  In this contribution we further evaluate using biasing to improve cell edge system performance.
In HetNet, the capacity gain is increased by offloading traffic from macro to LPN, utilising the scheduling resource of the LPN.  This offloading can be increased by biasing the UE to handover to the LPN at an earlier stage by increasing the Cell Individual Offset (CIO) parameter.  Although this would increase the number of UEs served by the LPN, the UEs being offloaded may suffer from poor geometry especially when the biasing (i.e. CIO) value is large.  The simulation assumptions in [4] use a single biasing value of 3 dB for all LPNs, which may not be optimal.  We have shown in [2] that in soft reuse, careful selection of biasing vector can significantly increase the cell edge gains.  However, the optimal biasing value in [2] is selected assuming the network has a centralised server that can know the UE throughputs and Ec/Io, perform an optimising algorithm using a genetic algorithm, and signal the optimal biasing vector to each cell.  However, this centralised approach may not be feasible in practice.  In this contribution we therefore consider a decentralised method to manage the bias vectors for each cell. In the decentralised method, the macro cell takes UE cell edge metrics under its coverage and updates its bias value based on an algorithm.  In this way the bias vectors adapt to changes to traffic and radio conditions.
2 Simulation Assumptions
The decentralised biasing method is evaluated using simulations.  The general simulation assumptions are summarised in Appendix A, which follow those in [4].  We consider the multi-carrier deployment employing soft reuse from [2], where each cell has two carriers, F1 and F2.  The UEs are SC-HSDPA with Type 3 receivers.  The transmission power used in macro and LPN are summarised in Table 1.

Table 1: Soft Reuse transmission power configuration
	Macro Tx Power (dBm)
	LPN Tx Power (dBm)

	F1
	F2
	F1
	F2

	43
	30
	30
	30


The simulation scenarios evaluated are summarised in Table 2.

Table 2: Simulation scenarios

	Scenario
	Baising (dB)

	
	Macro F2
	LPN F1
	LPN F2

	1
	0
	0 (for all LPN)
	0 (for all LPN)

	2
	0
	3 (for all LPN)
	3 (for all LPN)

	3
	1
	2 (for all LPN)
	3 (for all LPN)

	4
	Adaptive using decentralized throughput metric

	5
	Adaptive using decentralized Ec/Io adaptation metric

	6
	Adaptive via centralized server to optimize 5% UE throughput


Scenario 1 does not employ any biasing.  Scenario 2 employs a uniform static bias of 3 dB for LPN, which is also the biasing used in the simulation assumptions agreed in [4].  Scenario 3 uses an optimised uniform static biasing vector where the biasing vector is selected to optimise the cell edge performance for the deployed scenario.  It should be noted that to obtain the uniform optimised biasing vectors in Scenario 3 in a real deployment, it would be necessary to gather UE statistics over a length of time to compute the biasing vector for the entire network.  Changes to the traffic environment would require such an exercise to be repeated.  
Scenarios 4 and 5 use decentralised adaptation based on throughput and Ec/Io adaptation metrics respectively to update the biasing vector during network operation.  Details of the decentralised bias optimisation algorithm can be found in Appendix B.  

Scenario 6 uses a centralised adaptive method for comparison, where a genetic algorithm is used with the UE metric as inputs to produce an optimised biasing vector which is updated during network operation.  The bias vectors in Scenario 4, 5 and 6 change in time and are likely to be different for different cells.
We capture the steady state results for all the scenarios.  In addition to that, we also simulate the transient behaviour for Scenario 1, 2, 3, 4 & 5.  For the transient simulation, we look at 21 macro sectors (7 macro cells).  In the transient case, we randomly select a LPN in each macro coverage area and turn these LPNs off for 30 iterations.  We compare the transient behaviour of the adaptive (decentralised) methods against those that employ a uniform static biasing vector.

3 Steady State Results
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Figure 1: CDF of UE throughput

Figure 1 shows the CDF of UE throughput for all 6 scenarios.  The mean, median and 5%ile UE throughput are summarised in Table 3.  It can be observed that Scenario 1, without any biasing, has the worst cell edge throughput performance.  A fixed uniform biasing of 3 dB (Scenario 2) without any optimisation perform only slightly better than the scenario without any biasing (Scenario 1).  However, when we introduce some optimisation to the biasing vectors, we see significant improvements (56% to 102% over Scenario 2) to the cell edge throughput.  It can be further observed that using the adaptive optimised biasing (Scenario 4, 5 & 6) provides better cell edge performance than an optimised uniform static biasing (Scenario 3).   It should also be noted that the performance of the decentralised adaptive methods (Scenarios 4 & 5) approaches that of the centralised adaptive method (Scenario 6).
Table 3: Mean, median & 5% UE throughputs (kbps)

	Metrics
	Scenario 1

0dB
	Scenario 2

(0-3-3)dB
	Scenario 3

(1-2-3)dB
	Scenario 4

Decentralised Adaptation (throughput)
	Scenario 5

Decentralised Adaptation (Ec/Io)
	Scenario 6

Centrally Optimized 

	Mean
	203
	129
	343
	283
	273
	282

	Median
	36
	51
	177
	161
	160
	168

	5%
	50
	82
	128
	145
	154
	166


The decentralised adaptive method using Ec/Io metric offers 6% higher cell edge throughput compared to that using throughput metric.  The difference is not significant.  Such a metric can be made available to the network or macro cell, e.g. by means of measurement reports or some CSI type reporting.  The details of such metrics can be further discussed.  

4 Transient Results

Figure 2 shows the overall cell edge (5%) throughput of all the UEs in each macro coverage (as bps in the vertical axis) area for 0 dB biasing and decentralised adaptive biasing scenarios (Scenario 4 & 5).  In the plot, the horizontal axis gives the number of iterations, where in each iteration, a change to the bias vector is made by the macro cell.  An iteration can take a couple of seconds.  One of the LPNs in each macro cell is turned off at the 30th iteration and it is turned back on at the 60th iteration (i.e. it is off for 30 iterations).  It can be observed that in almost all the macro cells, the adaptive algorithm is able to adapt to the changes in the network and selects the appropriate biasing vector.  Similar to the steady state simulation, in almost all cases, except for one case using throughput adaptation metric, the cell edge throughput is higher in the adaptive case.
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Figure 2: Transient overall cell edge throughput for 0 dB biasing and decentralised adaptive biasing
Figure 3 shows the overall cell edge (5%) throughput in each macro coverage area for 3 dB biasing and decentralised adaptive biasing scenarios (Scenarios 4 & 5).  Similarly, we see the decentralised adaptive methods adapt to the changes to the loading environment and in most cases produce higher cell edge throughput than those using a uniform static bias.
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Figure 3: Transient overall cell edge throughput for 3 dB biasing and decentralised adaptive biasing

Figure 4 shows the overall cell edge (5%) throughput in each macro coverage area for optimised uniform static (1-2-3) biasing (Scenario 3) and decentralised adaptive biasing scenarios (Scenario 4 & 5).  Similar observations to those in Figure 2 and Figure 3 can be found.  In most cases the decentralised adaptive methods offer higher cell edge throughput compared to those in Scenario 3.  However, these gains are smaller compared to Scenario 1 and 2, since in Scenario 3, the biasing vector is optimised.
[image: image4.emf]20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

Iteration

Fixed (1-2-3)dB bias Throughput adaptation KPI  Ecio adaptation KPI 

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

20 40 60 80

1

2

3

4

5

x 10

5

Iteration

Fixed (1-2-3)dB bias Throughput adaptation KPI  Ecio adaptation KPI 


Figure 4: Transient overall cell edge throughput for optimised uniform static (1-2-3) dB biasing and decentralised adaptive biasing

Similar to the steady state results, the performance difference between using the throughput adaptation metric and using the Ec/Io adaptation metric for the decentralised adaptive methods is not significant.
5 Conclusion

In this contribution we evaluate the performance of different methods for optimising the biasing vectors.  
We introduced a decentralised adaptive biasing method to manage the biasing vectors for each cell.  It is shown that such a method can adapt to changes in the traffic environment and does not require extensive manual fine tuning via OAM operation (e.g. Scenario 3) or a need of a central server to collect network wide metrics (e.g. Scenario 6).  It is also shown that the decentralised adaptive methods are able to provide 77% to 88% cell edge throughput gain over a non-optimised uniform static biasing (e.g. Scenario 2 with 3 dB biasing).
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Appendix A: General simulation assumptions
The system level simulation assumptions used in this evaluation are summarised in Table 4.

Table 4: System level simulation assumptions

	Parameters
	Values and comments

	Carrier Frequency
	2000 MHz

	Carrier Spacing
	5MHz 

	Cell Layout
	21 cell hexagonal (7 NodeB, 3 sectors per Node B with wrap-around)

	Inter-site distance
	500 m

	Number of LPNs 
	4

	Deployment of LPNs

	Minimum distance between LPN and macro cell: 75m

Minimum distance between LPNs: 40m 

	Dropping criteria for LPNs


	· LPNs are randomly and uniformly distributed within a macro cell.

	Number of UEs
	· For full buffer (DL) 

· 32 UE per macro coverage



	Deployment of UEs
	The minimum distance between UE and macro cell is 35m

The minimum distance between UE and LPN is 10m

	Dropping criteria for UEs


	· Hotspot: Randomly and uniformly dropping with Photspot of the total users within a radius, r, of LPN base station, and randomly and uniformly dropping of the remaining users in the entire macro geographical area of the given macro cell (including LPN area).
Type 1: Photspot = ½ 

Type 2: Photspot = ¾  (optional)
The radius r of the LPN is equal to 20m, 35m, and 60m when the LPN power is 24dBm, 30dBm, and 37dBm, respectively.

	RoT
	Macro cell: 6dB
LPN: 6dB

	Scenarios
	· Outdoor

	Path Loss
	Macro Node: L=128.1 + 37.6log10(R), R in kilometres

LPN: L=140.7 + 36.7log10(R), R in kilometres

	Log Normal Fading
(outdoor)
	Standard Deviation: 8dB (macro cell); 10 dB (LPN)
Inter-Node B Correlation: 0.5

Intra-Node B Correlation :1.0

Correlation Distance: 50m 

	Antenna pattern
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                                                                              = 70 degrees,     Am = 20 dB
LPN: 2D Antenna, omni-directional

	Channel Model
	PA3

	Penetration loss
	20dB

	Maximum UE EIRP
	24dBm

	Maximum Tx Power of NodeB
	Macro Node: 43dBm
LPN: 30 dBm

	Max BS Antenna Gain
	Macro cell: 14dBi
LP cell: 5 dBi

	Max UE Antenna Gain
	0dBi

	NodeB Noise Figure
	Macro Node: 5 dB

LPN: 5 dB

	UE Noise Figure
	9 dB

	Thermal noise density
	-174dBm/Hz (reception bandwidth 3.84MHz)

	HS-DSCH
	Up to 15 SF 16 codes per carrier for HS-PDSCH

Total available power for HS-PDSCH is 80% (SIMO) / 75% (MIMO) of Node B Tx power, with HS-SCCH transmit power being driven by 1% HS-SCCH BLER.
HS-PDSCH HARQ: Both chase combining and IR based can be used. Maximum of 4 transmissions with 10% target BLER after the first transmission. Retransmissions are of highest priority. 

HS-DPCCH decoding is assumed ideal.

UL HARQ operating point: 1% residual BLER after 4th transmission

	Number of HARQ processes
	6

	HS-SCCH code number
	4

	Total overhead power
	20% (SIMO) / 25% (MIMO)

	UE Receiver
	Type 3 (LMMSE 2-rx)

	Soft Handover
	Consideration Scenarios with and without SHO

	Soft Handover Parameters
	SHO available

· R1a (reporting range constant) = 4.5dB

· R1b (reporting range constant) = 4.5dB

Consideration of scenarios without SHO

	Max active set size
	3

	Power control
	UL: Target 10% IBLER after the first transmission 

DL: Based on CQI. No IBLER control

	Network Configuration
	SIMO


Appendix B: Decentralised bias optimisation algorithm

The UE attached to the cell based on its Ec/Io and the biasing according to the following rule:
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where 
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 is the handover hysteresis threshold (in dB).  The bias update algorithm is as follows:
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The adaptation metric can be cell edge metric from the UEs.  We consider two adaptation metrics:

1. Throughput based adaptation metric: 
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2. Ec/Io based adaptation metric: 
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The total number of bias values to be adapted per Macro sector is 
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 (4 LPNs in each carrier plus one low power Macro BS in carrier 2). So, the dimension the UE association selection vector is 10. The implementation parameters are as follows:  
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