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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

This clause is optional. If it exists, it is always the second unnumbered clause.

1
Scope

This clause shall start on a new page.

The present document …

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

[1] 
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2] 
RP-121436: "UMTS Heterogeneous Networks".

[3] 
3GPP TR 36.819 Coordinated multi-point operation for LTE physical layer aspects (Release 11), v11.1.0(2011-12)

[4] 
3GPP TR 25.825 3rd Generation Partnership Project; Technical Specification Group Radio Access Network; Dual-Cell HSDPA operation; V1.0.0 (2008-05)
[5] 
3GPP TR 25.863 3rd Generation Partnership Project; Technical Specification Group Radio Access Network; Universal Terrestrial Radio Access (UTRA); Uplink transmit diversity for High Speed Packet Access (HSPA) (Release 11) V11.0.0 (2011-12)

3
Definitions, symbols and abbreviations

Delete from the above heading those words which are not applicable.

Clause numbering depends on applicability and should be renumbered accordingly.

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [x] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [x].

Definition format (Normal)

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format (EW)

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [x] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [x].

Abbreviation format (EW)

<ACRONYM>
<Explanation>

4
Design Objective of UMTS Heterogeneous Networks
The detailed objectives of this study item are:

· Define deployment scenarios and simulation assumptions for heterogeneous networks 

· Investigate uplink and downlink interference issues and solutions for co-channel deployment of macro and small cells
· identify small cell coverage issues and potential solutions
· identify the uplink interference issues between macro cell and small cell and potential mitigation techniques

· identify the downlink interference issues between macro cell and small cell and potential mitigation techniques

· Investigate uplink and downlink imbalance issues and solutions for co-channel deployment of macro and small cells

· Investigate range expansion techniques with multiflow
· evaluate system performance benefits of range expansion in different multi-flow configurations (including multi-carrier multi-flow configurations) over solutions possible with Rel-11 and earlier techniques

· investigate uplink and downlink imbalance effects to uplink and downlink performance due to range expansion and identify potential mitigation techniques 
· Investigate mobility issues, performance impacts and possible optimizations for both co-channel and dedicated frequency deployments of macro and small cells
· Investigate improvements to UE discovery and identification of  small cells 
· investigate UE speed based mobility solutions
· investigate the mobility issues of mass small cell deployment(e.g. UE measurement requirements, limited neighbour cell list size, PSC confusion) and possible solutions

· identify the requirements and potential solutions of mobility enhancement for multi-flow deployments, including multi-carrier multi-flow
· Investigate issues and solutions in shared cells scenarios, where shared cell refers to one cell over several transmission points, e.g. spatially separated antennas.

· The study shall include considerations to minimize the impact on physical layer and legacy terminals

5
Deployment scenarios
Heterogeneous network deployments aim at improving capacity and/or coverage. For capacity, solutions are targeted to increase the network capacity in some portions within the original macro cell area. For coverage, solutions need to mitigate the poor coverage in certain areas. The major scope of the investigations in this study item is finalized to capacity improvements.  
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Figure 1 Deployment scenarios.
Figure 1 illustrates various deployment scenarios for HetNet. Depending on the combination of UE serving cells, the interference environment is different and consequently there exist multiple scenarios where each scenario presents different challenges. The scenario with all macro cells is represented by UE1 and UE2, where UE1 is served by macro cell1 while UE2 is in SHO area of macro cell1 and macro cell2. The following scenarios can be distinguished: 

· Co-channel deployment scenario: LPN1 and macro cell1 is a co-channel scenario, where UE3 positioned on the cell edge of LPN 1, can be served by both macro cell1 and LPN1, when both are in the SHO active set, while UE4 is only served by LPN1. 

· Dedicated frequency deployment scenario: macro cell2 and LPN2 is a dedicated frequency scenario, where UE5 is served by macro cell with frequency f1 and by LPN with frequency f2. 

· Multi-Carrier deployment scenario: macro cell2 and LPN3 is a multi-carrier scenario, where UE6 is served by macro cell2 with frequency f1+f2 and by LPN3 with f1+f2. 
· Combined cell deployment scenario: Figure 2 illustrates the combined cell deployment scenario for HetNet. In this scenario, the low power nodes are deployed within the macro cell coverage area, where the transmission and reception points created by the low power nodes have the same primary scrambling code as shown in Figure 2. Note that in this deployment, all the low power nodes time reference is closely coupled to the macro clock. 
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Figure 2 Combined Cell Deployment scenario.
6
Aspects of Hetnets
6.1
Interference in co-channel scenario

In co-channel scenarios the transmit power difference between the high power macro cells and the LPNs creates an interference environment different from the interference in networks with all macro cells. Considering that the typical transmit power for macro cells is 43 dBm, and for LPN can be 37 dBm, 30 dBm or 24 dBm, a UE that receives both signals from a macro cell and a LPN with the same strength, generates an UL signal which is received at the LPN and at the macro cell with a substantially different strength. This has an impact on coverage, cell load and the overall interference environment. 

Generally speaking, coverage is determined by a number of factors, including the transmit power and the path loss (further coverage analysis can be found in section 7.1.1). As the serving cell selection as well as the active set management are mainly based on the downlink received signal strength, the transmit power of each cell largely determines the coverage area of the cell. Typically, high transmit power nodes cover larger areas than low transmit power nodes. However, from the uplink perspective, the strength of the signal being received at each node does not rely on the downlink transmit power of each node. Consequently, introduction of LPNs in the network could potentially cause a large DL-UL imbalance in the sense that, in the uplink, cells other than the serving cell could receive a much stronger signal from the UE than the serving cell. 
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Figure x: Heterogeneous network deployment.

Given a certain deployment of macro nodes and LPNs, depending on the UE position relative to the macro cell and the LPN, the interference scenario can be very different. Figure 2 illustrates a heterogeneous network deployment and the distance points between a macro node and a LPN where the interference scenario is substantially different. The interference characteristics at different distance points between macro and LPN are discussed.
A is the UL boundary. The UL boundary represents the point where UE path loss to the macro cell and to the LPN is the same. The received downlink power difference depends on the transmit power difference between the macro node and the LPN. If for example the transmit power of macro node and LPN is 43 dBm and 37 dBm, respectively, the received downlink power difference is 6 dB because the path loss to the macro node and the LPN is the same. This means that at this point the DL signal from the macro cell is much stronger than the signal from the LPN, while the UE signal received at the macro and LPN is the same.

B is the DL boundary. The DL boundary represents the point where the UE measures the same CPICH receive power of the pilot signals transmitted by the macro node and the LPN. The path loss difference is equal to the transmit power difference because the received downlink power from the macro cell and the LPN is the same and the transmit powers are different. If the Cell Individual Offset (CIO) of the serving cell change is configured at 0 dB, event 1D for cell change is reported when the UE is positioned at the DL boundary. This means that when the cell change occurs, the UE signal received at the macro cell is much weaker than the signal received at the LPN. 

Thus, in heterogeneous networks the difference in transmit power between the macro node and the LPN causes different coverage areas for the UL and the DL, and this is generally referred to as UL-DL imbalance. The UL boundary (equal path loss) and the DL boundary (equal downlink received power) are different and the region between such boundaries is referred to as the imbalance region.
6.1.1
Coverage Issues

As a consequence of the downlink interference from the macro cell to the downlink of the LPN, the LPN coverage reduces when the LPN is deployed closer to the macro cell center. When deploying LPNs within the macro cell coverage, the LPN coverage is defined as the area where the received signal from the LPN is stronger than the signal from the macro cell, 

CPICH Ec/N0 (LPN) > CPICH Ec/N0 (macro).
Since the DL received signal from the macro is stronger at the macro cell center with respect to the macro cell edge, the LPN can have larger coverage if deployed at the macro cell edge, and the LPN coverage will shrink if deployed closer to the macro cell.
6.1.2    Uplink Interference Issues

With the DL-UL imbalance caused by the transmit power difference as well as the loading imbalance between macro and LPNs, co-channel deployment could potentially cause issues in the UL as described below.
1. UL interference from macro UEs to LPN

This type of interference occurs when the macro UE is located in the imbalance region, closer to the UL boundary and outside the SHO region (UE located closer to point A in Figure x). The excessive interference to the LPN is caused by the UEs being served by the macro cell, who do not have the victim LPN in the active set. The UE is not in SHO however the UL to the LPN could be stronger than the UL to the serving macro node (the path loss to the LPN is smaller than that the path loss to the macro node). The LPN will not be able to power control the UE or limit the UE grant by sending RGCH because the UE is not in SHO. Consequently, the UE will transmit at high power and the LPN could be a victim of large interference from the neighbour macro UEs. This might impact the performance of receiver algorithms and reduce the RoT budget, and therefore reduce the cell throughput in the LPN.
2. UL interference from LPN UEs to macro node
This problem mainly arises from the uneven loading from the heterogeneous network. When the LPN serves only a small number of UEs as compared to the macro cell, each UE served by the LPN receives generous grants and hence transmits at a higher power. These high power LPN UEs are likely to be not in SHO and can generate considerable uplink interference to the macro node while the macro cell cannot control this interference. When there are many LPNs deployed within the macro cell, the number of UEs served by the LPNs could be very large, and this type of interference would be significant and will degrade the UL throughput of the UEs served by the macro node.
3. UE in SHO

Whenever the UE is in SHO (both macro and LPN are included in the active set) and power controlled towards the LPN, it might be problematic to reliably receive essential control channel information in the serving cell (macro NodeB) due to the weak link between the serving NodeB and the UE. For example, the HS-DPCCH (which carries HARQ-ACK and CQI information to support DL data transmission) and in-band/out-band scheduling information need to be received in the serving cell with sufficient good quality. Consequences such as poor HSPA cell throughput in the serving cell, state-oscillations and dropped calls may otherwise be present. 
6.1.3    Downlink Interference Issues

Co-channel deployment for heterogeneous networks could potentially cause two types of issues in the DL as described below.
1. DL interference from macro node to LPN UEs
This type of interference occurs when the LPN UE is located near the DL boundary (point B in Figure x). The macro node downlink transmission generates interference to the LPN UE downlink reception. The UE will change its serving cell at point B if the CIO of event 1D is 0 dB. In this case, the macro downlink interference to the LPN UE is not very strong and decreases as the UE moves away from point B towards the LPN location because the received signal from the macro node is weaker than the signal received from the LPN. Since it is desired to offload more UEs to the LPN, the CIO for serving cell change could be modified so that the serving cell change point is moved towards the macro node location, as illustrated by the dashed arrow in Figure x. The technique of setting the CIO to a value larger than zero (as usually used in homogeneous networks) is called range expansion. In this way, the coverage of the LPN is enlarged so that UEs in the imbalance region can be served by the LPN. However, the DL interference from the macro cell to the LPN UEs will be stronger. 

2. DL interference from LPN to macro node UEs
This type of interference occurs when the UE is in the SHO area and the macro cell is the serving cell. The LPN downlink signal generates interference to the macro UEs.
6.1.4    Uplink/Downlink Imbalance Issues

To address some of the UL-DL imbalance problems described above, available network parameters such as the CIO and handover thresholds can be adjusted to achieve range expansion and soft handover extension. This will allow the SHO region to cover parts of or in case of a limited imbalance level the entire imbalance region. One positive effect from this is that the problem of UEs creating excessive interference towards the LPNs is reduced. 

Another aspect of a heterogeneous network deployment where LPNs have less transmit power than macros is that the traffic uptake by the LPNs and therefore the effect of macro traffic offloading may be very limited. From network management perspectives, it is useful to be able to control the level of macro-cell offloading according to traffic load and distribution. Techniques that can be used to expand the service area of a small cell, such as range expansion, are desirable as they can be used to achieve load balancing between macro and small cells. Unfortunately range expansion introduces new DL interference problems that need to be mitigated by other techniques. 

6.1.4.1   Essential UL control information in the serving cell

Next we focus on reliable reception of UL control channel information in the serving cell when a UE in SHO (both macro and LPN are included in the active set) has a weak link towards the serving macro cell due to UL/DL imbalance. The following UL channels are considered:
· HS-DPCCH – The HS-DPCCH carries UL control information, such as HARQ ACK and PCI/CQI, related to DL transmissions. Poor reception quality of the HS-DPCCH in the serving cell will cause degraded HSDPA cell and end-user throughput. Section 6.1.4.2 further discusses this issue.

· E-DPCCH – The E-DPCCH carries information about E-TFCI, re-submission number (RSN), and happy bit. The E-TFCI indicates which TBS the UE has employed and is used for demodulating and decoding data carried on E-DPDCH. The RSN is used for HARQ combining purposes. It should be noted that during SHO it is in general enough that one node (typically the LPN in this case) receives control information related to payload data demodulation reliably. Furthermore, the E-TFCI provides information about the gain factors used for E-DPDCH which can be useful for scheduling purposes. The happy bit is used by the UE to inform the network that it would benefit from a higher grant. Hence, the happy bit provides the network with important scheduling information. Poor reception of the happy bit in the serving cell can cause worse end-user throughput and in worst case no UL granted rate at all.

· E-DPDCH – The E-DPDCH carries payload data and also occasionally in-band scheduling information, e.g. buffer and power statuses. Reliable reception of payload data in the serving cell is not crucial since it is enough that one node (in this case the LPN) receives it reliably. Also, it is worth noticing that for moderate to high data rates, the E-DPDCH is, in general, more costly in terms of power than other UL channels. Furthermore, it should be noted that if the UE has no grant it only reacts on DL HARQ feedback from the serving cell, i.e. HARQ feedback from non-serving cells is ignored. The reason is that it is the serving cell that needs to receive the grant request. Poor reception of the in-band scheduling information in the serving cell can consequently cause degraded end-user throughput and in worst case no UL granted rate at all.

· DPCCH – The DPCCH carries pilot bits and is used for channel estimation, path searching, synchronization, etc. Hence, a sufficiently good DPCCH reception quality is required to ensure reliable detection of any other UE channel. 

From the discussion above it is clear that reliable reception of DPCCH, HS-DPCCH and E-DPCCH are crucial for good system performance, whereas the E-DPDCH quality might be less important, at least if in-band scheduling information is not considered.

The power levels of UL channels are set relative to the DPCCH power via channel dependent beta-values. The DPCCH power is adjusted by means of fast power control to meet the SIR target, and the SIR target is controlled by the OLPC to make sure that E-DPDCH satisfies a certain QoS target (number of transmissions for successful decoding). Hence, the DPCCH SIR operating point can be adjusted by choosing smaller or larger beta-ed values. Clearly, depending on how one chooses to operate the system will affect the severity of the imbalance problems discussed above. For example, operating at a low DPCCH SIR means that the channel estimate becomes more sensitive to a reduction in received signal quality. Furthermore, it should be noted that the impact of the problems discussed above in practice will depend on several factors, such as margins being used in the system and the size of the UL-DL imbalance region.

Needless to say, heterogeneous network deployments need to work for legacy users. This means that the problems discussed above need to be addressed taking legacy into account. Nevertheless, this does not preclude that performance enhancing features requiring standardization are considered for Rel-12. One can envision that heterogeneous networks at a first stage are deployed using simple and robust means to reduce the impact of the problems discussed above, and at a later stage the performance is improved by introducing Rel-12 standardized features.
6.1.4.2    Impact on HS-DPCCH 
Consider the soft handover region between the macro and the LPN. The macro cell (being the more dominant cell) is more likely to be the serving cell. However, the uplink to the LPN is much better when the received pilot SNR on the UL is considered. Since both the macro and the LPN power control the UE, the transmit power of the UE would largely be driven by the LPN. As a consequence, the HS-DPCCH channel which carries the HARQ-ACK and CQI information may not be reliably decoded at the serving (macro) cell. In this scenario, unreliable HARQ-ACK decoding, especially high ACK to DTX error, could cause unnecessary retransmissions and degrade the DL throughput performance.

This impact on the HS-DPCCH is demonstrated by a simulation. In the simulation conducted, the LPNs have a transmit power of 30dBm and have the same UL noise figure (sensitivity) as the macro cell. The cell that has the strongest received CPICH RSCP at the UE receiver is assigned to be the serving cell. 

Since the pilot consumes 10% of the total power at each node, the largest UL imbalance is effectively the power difference between the LPN and the macro cell which is around 13dB in this example. 

UL/DL imbalance is computed for each UE in the system as follows:
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Figure 3 shows the imbalance distribution for the UEs in soft handover in the entire system. 
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Figure 3: UL Imbalance CDF for SHO UEs
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Figure 4: HS-DPCCH ACK->DTX Error Prob CDF


From Figure 3, it can be seen that 20% of the UEs that are in SHO observe UL imbalance higher than 8dB. This corresponds to around 8% of the total UE population. Those UEs would be received with quite low pilot SINR values (~ -30dB) at the serving cell. Finger tracking loops in practical receivers would be challenged at such low pilot power levels. This would in turn affect the decoding performance of the HS-DPCCH channel as shown in Figure 4.

Figure 4 shows the ACK -> DTX error probability CDF for the whole UE population. This is caused by UL/DL imbalance which in turn is a consequence of the different transmit power levels of the macro and the LPNs. High ACK -> DTX probabilities lead to additional DL retransmissions which affect DL throughputs.
6.2
Mobility aspects

Description of issues

7
Solutions and Techniques

Including range expansion

Including evaluation results 
7.1 Solutions for Co-Channel Scenarios
7.1.1
Solutions for Legacy Terminals

This section contains link budget analysis to derive the condition for balancing or matching the UL and DL coverage, defined as a situation where the UL and DL coverage boundaries coincide.

Following the analysis, a number of solutions are described that are applicable to all UEs, including legacy UEs not implementing Rel-12 functionality.

7.1.1.1
DL Coverage Boundary

Assuming that:

· The RRM decisions are based on primary CPICH RSCP or Ec/N0.

· The 
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· The same UE receiver functionality is employed for reception from each Node B.
The DL coverage boundary is defined as the locus where received CPICH RSCP from both types of node, seen at the UE antenna port, is equal. This can be written as:
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where 
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It should be noted that we refer to the physical DL coverage boundary, rather than the boundary biased by offset terms such as the CIO.

7.1.1.2
UL Coverage Boundary

Compared to the DL, the UL coverage boundary is affected by additional factors specific to each network node, namely:

· Receiver factors, including the number of RX antennas, receiver sensitivity or equalizer implementation.

· The cell load.

The UL coverage boundary is the locus that leads to the desired signal SNR, taken at the channel decoder input, is the same. This can be written as:
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(EQ2)

where 
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 are the network node RX antenna gains towards the UE, 
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 are gains relating to RX antenna diversity (if present), 
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 is the rise-over-thermal value dependent on UL cell load and scheduler implementation, 
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 captures the potentially different equalizer implementation for each node.

7.1.1.3
Matching the UL and DL Coverage
Assuming that:

· the UE antenna gain is identical in UL and DL;
· the network node antenna gains are identical in UL and DL and denoted 
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 and 
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;
· the pathloss between the UE and network node is identical in UL and DL and is denoted 
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, respectively;
equations (EQ1) and (EQ2) can be simplified and combined, leading to the following condition for UL/DL coverage match i.e. the UL and DL coverage boundaries coinciding:
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(EQ3)

The following observations can be made:

· The condition is not dependent on UE-specific parameters.

· The condition is not dependent on the pathloss elements or network node antenna gain towards the mobile station.

· The condition is dependent solely on network node characteristics: transmit power, antenna subsystem, noise figure, cell load and receiver implementation.

The UL/DL mismatch or imbalance 
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 can be defined as the difference between the left and right hand side of (EQ3):
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(EQ4)

A positive mismatch value results in the situation illustrated by Figure X, where a UE served by the macro cell causes excess interference of 
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 dB into a neighbouring LPN cell.

The Node B parameters such as 
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 may be set to achieve the desired mismatch. It needs to be studied what mismatch value leads to maximum system capacity.

7.1.1.4
Example Solutions
Several solutions to handle the UL/DL imbalance that are applicable to all users, including legacy users, can be envisioned, such as

· LPN Padding/Desensitization – By increasing the LPN noise figure, 
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, the UE served by the LPN needs to increase the transmit power to reach the SIR target. LPN Padding/Desensitization is a way of reducing/removing the imbalance between UL and DL.

· Macro Node B TX power reduction.

· RoT target adjustment.

· SIR target manipulation – Another way to ensure that the DPCCH SIR does not decrease too much in the LPN serving cell is to manipulate the SIR target, for example setting a floor to the SIR target. 

· Parameter tuning – Yet another alternative to decrease the imbalance region and the effect from the imbalance is to adjust available parameters, such as beta-values (delta values), employ repetition, or adjust cell individual offsets and SHO parameters. These adjustments can be semi-static or dynamic.

All these methods provide solutions that aim at reducing or limiting the UL/DL imbalance. However, at the same time some of these methods reduce some of the benefits offered by a heterogeneous network deployment. For example, desensitization and SIR target manipulation imply that the interference level increases towards the macro nodes. Macro node TX power reduction may negatively affect coverage and excessively increasing the RoT or SIR target may affect UL stability.
7.1.2 Rel-12 Enhancements
Different solutions to handle the UL control channel reception problem that require standardization support can be considered. The objective is to solve the problem while retaining as much as possible of the benefits offered by heterogeneous network deployments. Furthermore, these solutions should preferably be applied independently to different users, meaning that a user in a good position should not suffer much if a user in a bad position employs a particular method. Examples of such solutions include:

· Active set manipulation - Power control towards the weakest link or ignoring power control commands from strong non-serving cells are examples of possible solutions. These solutions have a severe drawback, namely that the interference towards the LPN increases, and therefore causing worse LPN performance (e.g. reduced coverage and off-loading capacity).
· Dynamic parameter tuning – In heterogeneous network deployments it might be beneficial to have more dynamic ways of handling parameter settings.

· Moving the control of gain values (delta values) from the RNC to relevant nodes. This allows more dynamic signalling of parameter settings via e.g. HS-SCCH orders instead of relying on slow RLC signalling. Furthermore, it makes it possible for a node that experiences poor reception of a channel to quickly react and order the UE to increase corresponding gain value(s).

· One issue is that for some physical channels all involved nodes (NodeBs and UEs) need to have a consistent view on what gain values are used. In this case it might be difficult to let the nodes operate independently of each other since that might lead to miss-matches between them. However, for other channels a unified view might be less important, making independent and dynamic gain value signalling an attractive approach. Whether a unified view on gain values is important depends on a number of factors, such as the receiver structure.

· Dynamic power boosting – Dynamic power boosting of individual uplink channels is one interesting approach to ensure reliable reception of control information. This is closely related to the previous bullet and a central question is how dynamic the boosting needs to be. One alternative is to boost via HS-SCCH orders, and another is to introduce a separate power control loop for channels that need to be boosted.

· Power backoff – Power imbalance causes performance issue in case where uplink scheduling information is transmitted with data payload in E-DPDCH. In such case it would be better to avoid boosting E-DPDCH power due to relatively high data rate causing high cost in power. One way to avoid that would be using power backoff in E-TFC selection so that TB size used would be lower and hence obtained coding gain higher. Another benefit of this method is that it causes less RoT variation than boosting E-DPDCH power.
· Additional pilots – It is important to receive pilots with sufficiently good quality. One way to ensure this would be to boost the DPCCH, but this might be tricky since powers of other channels are set relative the DPCCH. Another alternative could be to introduce new and boosted pilots for UEs experiencing problems with the DPCCH quality.

· DPCCH operating point manipulation – The quality of the E-DPDCH is essentially determined by the total power on E-DPDCH. Consequently, if the DPCCH SIR is increased while the gain factors (beta-eds) are decreased correspondingly, the quality of E-DPDCH will be maintained. Hence, by reducing the beta-eds, the DPCCH SIR is forced to increase, and the quality of DPCCH (and all other channels except E-DPDCH) is increased. This is one way of increasing the power of all channels except the E-DPDCH. This is beneficial since the quality of control channels increases and it avoids boosting the power hungry E-DPDCH.
7.2  Range Expansion
In heterogeneous networks, most of the gains stems from the offloading of the Macro users to the LPNs. On the other hand, in an interference limited system, it is desirable for the UE to be served by the cell from which it receives the strongest signals. Therefore, offloading from the Macro to the LPNs through range expansion needs to be carefully considered. 

In a heterogeneous network, Macro cells with larger transmit powers than the LPNs cause more interference and have larger coverage areas. In some deployment scenarios, the LPN could be over-shadowed by the Macro cell; consequently, there would be limited offloading capability.

From the system performance perspective, it is desirable to evenly distribute the UEs among all cells in the system. This can be achieved by extending the range of the LPNs to cover a larger part of the cell and is referred to as Range Expansion.
7.2.1  Range Expansion for Co-Channel Deployments
7.2.2 Range Expansion for Multi-Carrier Deployments
The scenarios for multi-carrier deployment and the associated Multiflow configurations are listed in Table X

Table X: Multicarrier Scenarios and the associated Multiflow configurations

	Scenario
	Macro cell
	LPN (Low-Power Node)
	Multiflow configuration

	1
	F1+F2
	F2
	SF-DC,
DF-DC*
DF-3C

	2
	F1+F2
	F1+F2
	SF-DC,
DF-DC,
DF-3C,
DF-4C







*DF-DC is described in Section 7.2.2.3
7.2.2.1
Scenario 1: Macro cells and LPNs have only 1 shared carrier

Figure xx illustrates the coverage of Macro cells and LPN for scenario 1, when Macro cells and LPNs have only 1 shared carrier. On the shared carrier – F2, there are range expansion techniques similar to those that are applicable in the co-channel scenario that could be used so that more UEs can be offloaded from the Macro cells to the LPNs.
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Figure xx: Scenario 1: Macro cells and LPNs have 1 shared carrier

When the UE is within the coverage region of the LPN on F2 (through offloading or otherwise), it is also within the coverage area of the Macro cell on F1, since there is no interference between the Macro cell and the LPN on F1. In this scenario, the Multiflow configuration DF-DC can be used to obtain significant performance benefits. The UE in a DF-DC configuration would be served by the Macro cell on F1 and by the LPN on F2 simultaneously. More details about DF-DC are given in Section 7.2.2.3.

When the UE is within the SHO region between the Macro cell and the LPN on F2, then the UE would also be in the coverage region of the Macro cell on F1. In this case, the Multiflow configuration DF-3C can be considered to further improve user throughput, where the UE is served by all 3 cells simultaneously.

7.2.2.2
Scenario 2: Macro cells and LPNs have 2 shared carriers

Figure xx illustrates the scenario where the Macro cells and the LPNs have 2 shared carriers. 
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Figure xx: Scenario 2: Macro cells and LPNs have 2 shared carriers
In this scenario, Macro power reduction could be used as a range expansion technique to extend the coverage of the LPNs. This scheme effectively partitions resources between LPNs and Macro cells in the frequency domain. As the Macro cell transmit power is lowered on one carrier, the DL coverage of the LPNs on that carrier automatically expands while coverage decreases for the Macro cell. The power of all common channels and dedicated channels for the Macro on that carrier is also reduced proportionally. The coverage regions of Macro and LPN are illustrated in Figure xx. 

Impact on Downlink Coverage 
· Macro UEs at the cell centre would not see much of a reduction in their geometries, while cell edge UEs may see some reduction. Indoor UEs that are predominantly noise limited may experience some reduction in the geometry on the range expansion carrier. However, these UEs would typically change their serving cells to the carrier for which the power is not reduced.

· All Macro UEs will enjoy more frequent scheduling on the range expansion carrier due to offloading of UEs to LPNs.
· Reducing Macro cell power also reduces interference to neighbouring UEs served by other Macro or LPNs, which can improve overall system throughput. However, Macro cell power reduction changes the SHO regions between Macro cells, and this may impact the handover performance and Macro cell throughputs. Further evaluation is needed to assess the impact on the overall system throughput.
As seen in Figure xx, there are 2 different SHO regions for each frequency: SHO1 on F1 and SHO2 on F2. DF-DC or DF-3C can be used for UEs in these regions to further improve cell-edge performance. In addition, DF-DC can be used for UEs located between the two SHO regions. 
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Figure xx: Macro power reduction as a range expansion technique

7.2.2.3
Dual-Frequency Dual-Cell (DF-DC) operation

In the DF-DC Multiflow configuration, the UE receives data from two nodes (Macro or LPNs) simultaneously on two difference frequencies. This is illustrated in Figure xx.
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Figure xx: Dual-Frequency Dual-Cell
In the figure, it is seen that the UE receives data on frequencies F1 and F2 from different cells. The cells could be Macro cells or LPNs. Both cells receive HARQ-ACK and CQI information on the HS-DPCCH channel from the UE transmitted on a single UL carrier that corresponds to the serving HS-DSCH cell. 

If the serving cell corresponds to F1, then it is essential that the UE is in soft handover between the two cells on that carrier. The uplink would therefore be power controlled by both the nodes by transmitting F-DPCH on F1 as in legacy operation. Data transmission for the non-serving cell would occur on F2, similar to Rel-8 DC operation.

It is important to note that when compared to Single-Frequency Dual-Cell (SF-DC) operation, there is no requirement for UE interference rejection as DF-DC operates on two different frequencies, therefore, DF-DC operations are feasible for single receive antenna UEs as well.
7.3  Shared cell for Co-Channel
We can divide the downlink transmission modes into three types. 

A.  Single Frequency Network (SFN) mode: This mode combines signals over the air from all nodes by means of transmitting exactly the same pilot channel, downlink control channels and downlink data channels using the same carrier frequency, spreading and scrambling codes.  Figure 9 shows the conceptual diagram of this transmission mode, where we assumed one macro node and 3 LPNs are deployed in combined cell. Here only downlink physical channels which are relevant for the study are shown. The other downlink physical channels such as common control physical channel, synchronization channel, Acquisition Indicator Channel are not shown. They are transmitted either from all nodes or from a subset of nodes. Note that same color code is used to indicate that same data is transmitted from all the nodes.  Since in this mode, signal to noise ratio is improved by the addition of LPNs, this mode can be used for coverage improvements.  
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Figure 9 Downlink physical channel configuration in combined cell deployment with SFN mode
B. Node Selection with Spatial Reuse:  Figure 10 shows the conceptual diagram of this mode, where it is assumed that one macro node and 3 LPN are deployed in a combined cell. Similar to the SFN mode, the same pilot signal P-CPICH is transmitted from all the nodes, thereby  allowing this mode to serve the legacy . users using this mode. The downlink control channels and the data traffic channels are scheduled to different UEs from different nodes, and are shown with different color codes. Note that additional demodulation pilot channels are needed for data demodulation. Since the scheduling is done per combined cell, the central scheduler decides which nodes should transmit to the various UEs.  Since each node can serve different UEs at the same time using same channelization codes, this mode can be used for capacity improvements.  
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Figure 10 Downlink physical channel configuration in combined cell deployment with Spatial Reuse mode
C. MIMO mode with spatially separated nodes: Figure 11 shows the downlink channel configuration for this mode. Similar to the previous transmission modes., wOnly downlink physical channels which are relevant to this study, are shown.. In this mode, the combination of the nodes acts like distributed MIMO, i.e. MIMO transmission with spatially separated nodes. For simplicity we have shown only MIMO transmission from macro node and LPN-1 and spatial reuse from LPN-2 and LPN-3.  In this mode, it is expected that in addition to the spatial re-use gains, MIMO gains (both diversity and multiplexing gains) are possible. Hence this mode can be used for capacity improvement when there are many MIMO capable UEs in the combined cell can be achieved.  
7.4  Mobility Aspects

[Discovery and Identification of Small Cells
Mass Small Cell Deployment for co-channel

Mobility Enhancements for Multiflow Deployments]

8
Impact on Legacy Terminals

9
Impact on Specifications
10
Conclusion
Annex A: Performance Evaluation Methodology

A.1
System Simulation Assumptions

The system simulation assumptions for UMTS Heterogeneous Networks are shown in Table 1.

Table 1: System simulation parameters for UMTS HetNet performance evaluation
	Parameters
	Values and comments

	Carrier Frequency
	2000 MHz

	Carrier Spacing
	5MHz 

	Cell Layout
	57 cell hexagonal (19 NodeB, 3 sectors per Node B with wrap-around)

21 cell hexagonal (optional)

	Inter-site distance
	500 m
1000 m (optional)

	Number of LPNs 
	1, 2, 4; 8 (optional); 16 (optional)

	Deployment of LPNs


	Minimum distance between LPN and macro cell: 75m

Minimum distance between LPNs: 40m 

	Dropping criteria for LPNs


	· LPNs are randomly and uniformly distributed within a macro cell.

· (Optional) LPNs are deployed according to the received CPICH RSCP of the macro cell: 

CPICH RSCP = TxPow_CPICH + AntGain - PL – PenLoss

TxPow_CPICH is the CPICH tx power of macro cell (33dBm)

AntGain is the antenna gain

PL is large scale fading calculated according to path loss model

PenLoss is the penetration loss

The deployment of LPNs will be labelled as centre, near, middle, far, edge, from the macro cell depending on the CPICH RSCP value, P(dBm).

P=-46dBm, centre (the min distance between UE and macro cell, and UE is in main beam of antenna); 

P=-66dBm, near (1/3 of distance centre-edge of the macro cell) 

P=-74dBm, middle (1/2)

P=-80dBm, far (2/3)

P=-88dBm, edge

	Number of UEs
	· For full buffer (DL) 

· 16, optional 32 for the case of 16 LPNs

· For full buffer (UL) 

· 8

· For bursty traffic model

· variable up to system stability level

	Deployment of UEs
	The minimum distance between UE and macro cell is 35m

The minimum distance between UE and LPN is 10m

	Dropping criteria for UEs


	· Random: UE randomly and uniformly distributed within a macro cell 
· Hotspot: Randomly and uniformly dropping with Photspot of the total users within a radius, r, of LPN base station, and randomly and uniformly dropping of the remaining users in the entire macro geographical area of the given macro cell (including LPN area).
Type 1: Photspot = ½ 

Type 2: Photspot = ¾  (optional)

The radius r of the LPN is equal to 20m, 35m, and 60m when the LPN power is 24dBm, 30dBm, and 37dBm, respectively.

	RoT
	Macro cell: 6dB

LPN: 6dB

	Scenarios
	· Outdoor
· Mixed scenario with 60% indoor and 40% outdoor users 

· Indoor users modelled with path loss with a lognormal distribution, mean = 11dB, and std dev = 6.5dB.

	Path Loss
	Macro Node: L=128.1 + 37.6log10(R), R in kilometres

LPN: L=140.7 + 36.7log10(R), R in kilometres

	Log Normal Fading

(outdoor)
	Standard Deviation: 8dB (macro cell); 10 dB (LPN)

Inter-Node B Correlation: 0.5

Intra-Node B Correlation :1.0

Correlation Distance: 50m 

	Antenna pattern
	3GPP ant (2D ant):                                                     

                                                                              = 70 degrees,     Am = 20 dB

LPN: 2D Antenna, omni-directional

	LoS channel model
	Optional, channel model from TR36.819 [3] with fast fading with Rician K factor

	Channel Model
	PA3, VA3

	Penetration loss
	20dB

	Maximum UE EIRP
	24dBm

	Maximum Tx Power of NodeB
	Macro Node: 43dBm

LPN: 37 dBm, 30 dBm, 24 dBm

	Max BS Antenna Gain
	Macro cell: 14dBi

LP cell: 5 dBi

	Max UE Antenna Gain
	0dBi

	NodeB Noise Figure
	Macro Node: 5 dB

LPN: 5 dB; 11 dB (optional)

	UE Noise Figure
	9 dB

	Thermal noise density
	-174dBm/Hz (reception bandwidth 3.84MHz)

	HS-DSCH
	Up to 15 SF 16 codes per carrier for HS-PDSCH

Total available power for HS-PDSCH is 80% (SIMO) / 75% (MIMO) of Node B Tx power, with HS-SCCH transmit power being driven by 1% HS-SCCH BLER.
HS-PDSCH HARQ: Both chase combining and IR based can be used. Maximum of 4 transmissions with 10% target BLER after the first transmission. Retransmissions are of highest priority. 

UL HARQ operating point: 1% residual BLER after 4th transmission

	Number of HARQ processes
	6

	HS-SCCH code number
	4

	Total overhead power
	20% (SIMO) / 25% (MIMO)

	UE Receiver
	Type 3i (LMMSE 2-rx with IC); Type 3 (LMMSE 2-rx); 1-rx

	Soft Handover
	Consideration Scenarios with and without SHO

	Soft Handover Parameters
	SHO available

· R1a (reporting range constant) = 4.5dB

· R1b (reporting range constant) = 4.5dB

Consideration of scenarios without SHO

	CIO
	3 dB

	Max active set size
	3

	HARQ Operating Points
	UL: 1% Residual BLER after 4th transmission

DL: 10% BLER after 1st transmission

	Network Configuration
	SIMO

MIMO (optional)


Parameters for downlink [4] and uplink [5]Table 2 bursty traffic model are given in  and Table 3, respectively. 

Table 2: Downlink bursty traffic model
	Component
	Distribution
	Parameters
	PDF

	File size (S)
	Truncated Lognormal
	Mean = 0.25 Mbytes
Std. Dev. = 0.0902 Mbytes
Maximum = 1.25 Mbytes
	

	Inter-burst time 
	Exponential
	Mean = 5 sec
	


Table 3: Uplink bursty traffic model
	Component
	Distribution
	Parameters
	PDF

	File size (S)
	Truncated Lognormal
	Mean = 0.0625 Mbytes
Std. Dev. = 0.0225 Mbytes
Maximum = 0.3125 Mbytes
	

	Inter-burst time 
	Exponential
	Mean = 5 sec
	


A.2
System Performance Evaluation Metrics

For bursty traffic, the following performance measures are used for evaluation:

· Average burst rate:
· The burst rate is defined as the ratio between the data burst size in bits and the total time the burst spent in the system.

· The total time the burst spent in the system is the time difference measured between the instant the data burst arrives at the Node B and the instant when the transfer of the burst over the air interface is completed.

· The total time the burst spent in the system is equal to the sum of the transmission time over the air and the queuing delay.

· Total system throughput

· UE throughput: average, 50%, and 5%

· Percentage of UEs served by LPNs

· PDF of RLC packet delay: the delay is calculated as the time between when the RLC packet is constructed at the RNC until it is delivered by UE RLC receiver to upper layers; RLC packets discarded after maximum number of retransmissions should be counted separately. This metric is only applicable for scenarios as MultiFlow, where the RLC may be modelled.
· Average and CDF of RoT for UL
For full buffer traffic, the following performance measures are used for evaluation:

· Sector throughput 
· UE throughput: average, 50%, and 5%

· Percentage of UEs served by LPNs

· Average and CDF of RoT for UL

A.3
Link Simulation Assumptions

The link simulation assumptions for UMTS Heterogeneous Networks are shown in Table 4 .

Table 4: Link simulation parameters for UMTS HetNet performance evaluation
	Parameter
	Value
	Comments

	P-CPICH_Ec/Ior
	-10dB
	

	S-CPICH1 Ec/Ior
	-13dB
	If other values are simulated, the assumed values are to be indicated.

Pilot configuration with S-CPICHs is for MIMO case only.

	S-CPICH2 Ec/Ior
	-19dB
	

	S-CPICH3 Ec/Ior
	-19dB
	

	Demodulation-CPICH Ec/Ior
	As needed (-13 dB)
	

	Spreading factor for

HS-PDSCH
	16
	

	Modulation
	QPSK, 16QAM, 64QAM
	

	TBS
	Variable
	CQI based scheduling

	Number of Transport Blocks
	1,2, or 4
	Other values can be simulated and should in that case be described

	HSDPA Scheduling Algorithm
	CQI based
	The assumed mapping of CQI to TBS shall be provided.

	Geometry
	[0 5 10 15 20 25]dB
	

	CQI Feedback Cycle
	1 TTI
	

	CQI feedback error
	0 %
	Other values can be simulated and should be provided

	HS-DPCCH ACK/NACK feedback error
	0 %
	

	Maximum number of HS-DSCH codes
	15
	

	Number of HARQ Processes
	6
	

	Maximum Number of H-ARQ Transmissions
	4
	

	HARQ Combining
	Chase Combining, Incremental Redundancy
	If other combining methods are used, they should be indicated

	Redundancy and constellation version coding sequence
	{0,3,2,1} for QPSK

and 16QAM 

{6,2,1,5} for 64QAM
	

	Target Number of H-ARQ Transmissions
	1
	

	Residual BLER
	10% after 1 transmission
	

	Number of Rx Antennas
	2, 4
	

	Channel Encoder
	3GPP Turbo Encoder
	

	Turbo Decoder
	Max- Log MAP
	

	Number of iterations for turbo decoder
	8
	

	Precoding weight vector determination
	SNR maximizing
	Details of the PCI determination shall be provided

	Quantization of Precoding vector
	Quantized
	Details of the PCI codebook shall be provided

	PCI/CQI Feedback delay
	12 slots
	See Section 2.2.7

	Precoding Feedback error rate
	0%
	

	Precoder update rate
	3 slots
	

	Propagation Channel Type
	PA3
	See Section 4

	Channel Estimation
	Realistic
	

	Noise Estimation
	Realistic
	

	UE Receiver Type
	Type3 or Type3i
	

	Tx Antenna Correlation
	0
	Other values may be simulated (e.g. according to 36.101 Annex B.2.3 or TR 25.814 SCM A-D)

	Rx Antenna Correlation
	0
	

	   Interference Modeling
	Realistic
	Details of Interference modeling shall be provided


A.4
Link Performance Evaluation Metrics

The following performance measures are used for evaluation: 

· Throughput in Mbps, averaged over the duration of the simulation for specific Geometries at the UE.
· Rank Distribution

· CQI Distribution per layer

· BLER Statistics per transport block.

A.5
Link Simulation Assumptions and Metrics for Modeling HS-DPCCH Performance

Table 1: Simulation Assumptions for HS-DPCCH Modeling

	Parameter
	Value

	Scenario
	UE is in soft handover between a Macro and an LPN.

	Imbalance between the cells [dB]
	[0 3 6 9 12 18]

	Physical Channels
	E-DPDCH, E-DPCCH, DPCCH, HS-DPCCH

	E-DCH TTI [ms]
	2

	TBS
	120

	T/P [dB]
	0

	HS-DPCCH C/P [dB]
	-9.54 … 14.09

	CQI Feedback Cycle
	1TTI

	SIR Target [dB]
	-21 dB

	False Alarm Target
	1%

	Target Misdetection or Decoding Error
	TBD

	Number of Rx Antennas
	2

	Channel Estimation
	Realistic

	Inner Loop Power Control
	ON

	Outer Loop Power Control
	OFF

	Propagation Channel
	PA3

	NodeB Receiver Type
	Rake Receiver

	Number of Rx Antennas
	2


The metrics used to evaluate the HS-DPCCH are described as follows:

· False Alarm 

· This event occurs when the NodeB falsely detects data when the UE transmits only DTX. 

· Misdetection or Decoding error

· This event occurs when one of the following events occur

· The NodeB does not detect data when the UE transmits data, OR

· The NodeB correctly detects data but decodes it incorrectly.

The misdetection or decoding error metric is computed as follows:
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