3GPP TSG RAN WG1 Meeting #72bis                                          R1-131422
Chicago, USA, Apr. 15-19, 2013
Source:
NTT DOCOMO
Title:
Views on Load Balancing and Enhanced Interference Coordination for SCE
Agenda Item:
7.2.5.3.1
Document for: 
Discussion and Decision
1. Introduction

At the RAN WG1 #72 meeting, Rel-12 LTE small cell enhancements (SCE) physical layer scenarios were intensively discussed based on the way-forward from the operators and the SCE scenarios for evaluation were agreed [1]. Detailed evaluation assumptions considering those scenarios were also discussed and agreed through email discussion [2]. Based on the agreed assumptions, Rel-12 candidate technologies for SCE are to be evaluated toward the completion of the SCE study. The SCE study item description (SID) states the following.
· Study the mechanisms to ensure efficient operation of a small cell layer composed of small cell clusters. This includes 

· Mechanisms for interference avoidance and coordination among small cells adapting to varying traffic and the need for enhanced interference measurements, focusing on multi-carrier deployments in the small cell layer and dynamic on/off switching of small cells
In this contribution, we present our views on Rel-12 SCE techniques including load balancing and interference avoidance/coordination among small cells in Scenario #2a [1]. We provide the initial evaluation results for load balancing on the small cell layer. The gain from these techniques greatly depends on the degree of non-uniform UE distribution on the small cell layer. Hence, in the evaluation, non-uniform UE distribution not covered by the agreed evaluation assumption is also taken into account. 
2. Consideration on UE Distribution / Traffic Load
Small cells will be deployed to improve the capacity in dense traffic areas such as a city center during daytime and a train platform during rush hours. In order to manage such dense traffic loads, it would be natural to deploy a number of small cells in dense traffic areas. However, for the following reasons, there is a large discrepancy between the UE distribution and small cell distribution, and thus a traffic load is no longer uniform in the cluster of small cells.
· Geographical space to install small cells is limited

· High traffic load is observed only in a part of a small cell cluster
The gain from Rel-12 SCE technologies would highly depend on the degree of uniformity of the traffic load. For example, when the traffic distribution is not uniform at all in the cluster of the small cells, a gain from load-balancing and interference avoidance/coordination would be expected. An example of non-uniform traffic distribution is shown in Fig. 1. When the traffic load is heavy in the small cell (Cell #2), offloading those traffic loads to other small cells (Cell #3) with a lighter traffic load would be beneficial to improve the median of the UE throughput performance. Figure 1 shows, however, that when load balancing is simply applied, the inter-cell interference imparted to the offloaded UEs may become severer. In such a case, interference avoidance/coordination techniques would be beneficial to improve the cell-edge performance. Nevertheless, the current RAN1 evaluation assumption may not be sufficient to model properly non-uniform UE/traffic distribution to evaluate such techniques.
Proposal 1: Consider a non-uniform UE distribution model for the evaluation of load balancing and interference avoidance/coordination
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Figure 1 – Example of non-uniform traffic distribution.

3. Methods for Load Balancing and Interference Avoidance/Coordination
The candidate techniques for load balancing and interference avoidance/coordination are described below.
· Load balancing

In order to improve the median of the UE throughput, traffic offloading is achieved so that the number of UEs among small cells becomes almost the same. For example, when the small cell is selected based on the reference signal received power (RSRP), the traffic offloading is performed by adding an offset value to the RSRPs of the other cells so that the other small cells could be selected. 
· DL TPC (including no transmission by applying NCT/dormant mode) [3]
A flexible DL transmission power control (TPC) can be utilized to change the cell size considering the traffic load among small cells as shown in Fig. 2(a). An extreme case for the DL TPC is not transmitting any DL signal. No transmission is actualized by deploying a new carrier type (NCT) or by applying the dormant mode. Furthermore, dynamic DL TPC can be readily applied using the NCT if a cell-specific channel/parameter is removed from the physical design of the NCT. 
· Enhanced CC-level coordination [3]

In higher frequency bands with a wider spectrum, multiple component carriers (CCs) may be available, and thus CC-level coordination, as shown in Fig. 2(b), could be considered as a candidate. Such enhanced CC-level coordination may be necessary if the small cell does not support the whole bandwidth due to limiting factors such as size and cost of the small cell node. The size of the small cell node is very important because the size affects or limits the installation location of the small cell node. 
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Figure 2 – SCE candidate techniques.
4. Evaluation Results
4.1. Effect of Load Balancing Among Small Cells
We evaluated the system-level simulation to assess the gain from load balancing among small cells from the viewpoint of the UE throughput performance. The scheme used for load balancing is as follows. The selection of small cells is performed using the RSRPs of the small cells reported from a UE. If the small cell associated with the best RSRP accommodates more UEs than the given number of UEs and if the RSRP of a small cell plus an offset value of X dB exceeds the best RSRP, the corresponding small cell is selected. Otherwise, the small cell with the best RSRP should be selected. Therefore, as the value of X increases, a larger effect from load balancing would be expected. 
Table A-I in the Annex shows the simulation conditions that are mostly aligned with the agreed evaluation assumptions [2]. The number of clusters per macro cell is set to one. In this evaluation, we used the following evaluation assumptions that are different from those in [2]. We assume the MMSE option 1 type receiver. The full-buffer traffic model with 80 UEs per cluster is also assumed to represent super dense SCE scenarios. In addition, we used two types of UE distribution models in order to investigate the impact of the UE distribution on the effect of load balancing as shown in Fig. 3. In Case 1, UEs are uniformly and randomly dropped within a radius of 70 m as described in the agreed evaluation assumption [2]. In Case 2, the radius of the cluster is set to 30 m to model a non-uniform traffic distribution. 
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Figure 3 – UE distribution models used in the evaluations.
Figure 4 shows the probability density function (PDF) of the number of UEs per small cell. The offset value of X is set to 3 (LB3), 5 (LB5), and 10 dB (LB10) for Case 1 and 3 dB for Case 2 (the results for Case 2 will be updated). For the uniform traffic distribution, i.e., Case 1, the variance in the number of UEs per small cell is very small. On the other hand, for the non-uniform traffic distribution (Case 2), a large variance in the number of UEs per small cell is observed. We observed that the number of UEs per small cell is well balanced by load balancing. As X increases, a larger effect from load balancing is observed. 
Table I shows the 5% and 50% UE throughput performance levels for the different values of X dB. For Case 1, the gain in the 50% UE throughput from load balancing is limited since the traffic distribution is sufficiently uniform in a cluster of the small cells. For Case 2, a larger gain in the 50% UE throughput from load balancing is observed compared to Case 1. On the other hand, the 5% UE throughput performance is degraded by load balancing. The reason for this is that the offloaded UEs at the cell edge are contaminated by interference from the small cell with the best RSRP after load balancing. In such a scenario, interference coordination schemes including DL TPC and CC-level coordination would be potentially beneficial to improve such UE throughput performance.
Proposal 2: Investigate interference coordination schemes such as load balancing, DL TPC, and enhanced CC-level coordination targeting non-uniform traffic distribution in dense small cell scenarios
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(a) Case 1                                                                        (b) Case 2

Figure 4 – PDF of the number of UEs per small cell.

Table I – 50 % and 5 % UE Throughput Performance

(a) Case 1                                                                        (b) Case 2
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4.2. Efficient Operation with NCT
To introduce the NCT for Rel-12 SCE, sufficient benefits should be identified in terms of performance, operation ease, energy savings, and so on. This section discusses such potential benefits and desirable design criteria for the NCT.
· Performance Gain of CRS Removal
As for the NCT, CRS removal has been discussed in the Rel-11 timeframe. From the viewpoint of overhead reduction, its gain would be only less than 10%. However, if we assume super-dense small cell deployments or application of dynamic TDD, the influence of CRS interference would be much more severe and a higher performance gain by removing the CRS may be obtained. Figure 5 shows the 50% and 5% UE throughput performance as a function of the active factor of the traffic load in the surrounding small cells, which is obtained through multi-cell link level simulations. Nineteen hexagonal small cells with a cell radius of 50 m are assumed. Table II shows the gains from the NCT and CRS canceller compared to the legacy carrier. The throughput performance levels of the legacy carrier and NCT are compared. When the traffic load is below 0.3, a fairly large gain from NCT is seen due to interference avoidance achieved by not transmitting the CRS. The CRS canceller also improves the performance, but the CRS canceller for suppressing one or two dominant sources of interference is not sufficient in a dense small cell deployment. When the traffic load is high and close to 1, the gain is due to the overhead reduction in the DL RS. We note that the gain from interference avoidance would also be achieved using the dormant mode. Furthermore, by removing the CRS, the enhanced dynamic range of the DL power control could make it possible to control the transmission bandwidth and power density more flexibly. 
Observation: A large gain from interference avoidance by not transmitting the CRS in the NCT or dormant mode is observed in dense small cell deployments when the traffic load in neighboring small cells is low
Proposal 3: Consider efficient operation using the NCT/ dormant mode as a method to achieve interference avoidance in dense small cell scenarios
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(a) 50 % UE throughput                                                     (b) 5 % UE throughput

Figure 5 – Effect of interference avoidance using NCT/dormant mode.

Table II – Gain from NCT compared to the legacy carrier

[image: image10.emf]Active factor 0.0 0.1 0.2 0.3 0.5 0.7 1.0

NCT 304% 34% 21% 17% 12% 10% 7%

NCT w/o RS 425% 46% 32% 27% 15% 13% 11%

Legacy CRS-IC 25% 11% 6% 4% 1% 1% 2%

(a) Gain in 5 % UE throughput
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NCT 153% 30% 18% 14% 12% 11% 12%

NCT w/o RS 197% 38% 21% 17% 13% 11% 9%

Legacy CRS-IC 35% 13% 6% 4% 3% 2% 3%

(b) Gain in 50 % UE throughput


5. Conclusion
In this contribution, we presented our views on the Rel-12 SCE techniques such as load balancing and interference avoidance/coordination on the small cell layer. Based on the discussion and evaluation results, our proposals are as follows.
Proposal 1: Consider a non-uniform UE distribution model for the evaluation of load balancing and interference avoidance/coordination
Proposal 2: Investigate interference coordination schemes such as load balancing, DL TPC, and enhanced CC-level coordination targeting non-uniform traffic distribution in dense small cell scenarios

Observation: A large gain from interference avoidance by not transmitting the CRS in the NCT or dormant mode is observed in dense small cell deployments when the traffic load in neighboring small cells is low

Proposal 3: Consider efficient operation using the NCT/ dormant mode as a method to achieve interference avoidance in dense small cell scenarios
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Annex

Table AI – Simulation Conditions

[image: image12.emf]Parameters Assumptions

Cell deployment  Hexagonal grid, 3 sectors per site, case 1;

Clusters uniformly random within macro geographical area; 

small cells uniformly random dropping within cluster area;

System bandwidth  10MHz

Carrier frequency  3.5GHz

Total BS TX power  30dBm

Distance-dependent path 

loss/penetration/shadowing

ITU UMiwith 3D distance 

Small cell number  1 clusterper macro sector, 10 small cells per cluster; 

Traffic model Fullbuffer

Number of UEs and traffic  80UE and 20% outdoorand 80% indoor

UE receiver MMSE opt.1

UE moving speed 3 km/h

Antenna configuration  2x2,CPA 

MIMOscheme Single point transmissionwith SU-MIMO,

Rank adaptation upto rank 2

Control delay 6 ms

CSI-RSchannel estimation Non-ideal 

Overhead  PDCCH (2 symbols), DMRS (12 REs per RB), CRS (2 ports in 

4/10 non-MBSFN subframes)
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