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1 Introduction
A study item on UMTS Heterogeneous Networks was started in RAN#56 [1]. Deployment of Low Power Nodes (LPN) as a complement to a macro network aims at improving capacity and coverage.  In [2], we list some of the deployment scenarios we need to study as part of the study item. One important deployment scenario is when each LPN creates a separate cell within a macro network. We call this is as a co-channel deployment. In RAN1#70bis, few contributions with initial system level simulation results were presented [3], [4].  It was shown that significant gains can be achieved for average sector throughput by deploying LPN in addition to the macro network.  The gains are observed when LPN can take up some of the load from the macro.  

However, due to large power difference between the macro node and the LPN the traffic uptake by a LPN and therefore the effect of macro traffic offloading may be very limited as illustrated in Figure 1.
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Figure 1: much smaller LPN serving area due to lower DL transmit power.
From network management perspectives, it is useful to be able to control the level of offloading. For example, when the macro cell is overloaded while the small cell served by the LPN is very much idle, it is desirable to encourage offloading from the macro to small cell. Increasing the traffic uptake in a small cell by increasing its service area is referred to as LPN range expansion. 
However, user equipment (UE) making use of cell range expansion can experience severe interference conditions since the received signal strength from interring node might be stronger than the serving LPN. 

In this contribution, first we describe how we can reuse the existing techniques to do cell range expansion towards LPN.  We show the link performance when the UE is in cell range expansion region. Next we describe the performance improvement with network assistance. 

2 Cell Individual Offset and Serving Cell Change
In a UMTS network, cell individual offset (CIO) can be used to adjust the cell border between two neighboring cells. There is one CIO value for each neighboring cell. A UE obtains an adjusted mobility measurement associated with a cell (serving or neighboring) by adding a cell-specific CIO value to the original measurement value. The adjusted mobility measurements are used as basis of SHO event trigger, e.g. Event 1a, 1b, and 1d according to [5]. A set of cell-specific CIO values, one for each neighboring cell can be signaled to the UE via UE-specific RRC signaling.

Thus, as illustrated in Fig. 2, the serving cell border can be moved away from the LPN (thus increasing the area where the LPN is the serving cell) by employing a suitable CIO value for the decision of SHO Event 1d (serving cell change) 
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Figure 2: LPN range expansion through CIO setting.

When the small cell becomes the serving cell for UEs in the imbalance region, DL signals from LPN, both data and control, need to overcome strong interference from the macro BS. Thus in this case, offloading DL traffic becomes relatively expensive in terms of LPN resources. 

3 Simulation Model

We evaluate the performance for the UEs which are in cell range expansion zone by link level simulations. A SIMO (1x2) configuration is considered with link adaptation, where the modulation, coding rate and the transport block size are dynamically updated for each TTI.  In our simulations we assume ideal channel estimation. For link adaptation, UE chooses the modulation MCS based on Shannon capacity. The feedback is assumed to have 4 TTI delays and is assumed to be error free. Simulations are run for a UE with different Ior/No and the wireless channel assumed is Pedestrian A channel. We will refer to Ior/No as the geometry factor. The velocity of the mobile is assumed to be 3 Kmph.  The main simulation parameters are tabulated in Table 1. 
Table 1: Link level simulation parameters.

	Parameter
	Value
	Comments

	P-CPICH_Ec/Ior
	-10dB
	

	S-CPICH1 Ec/Ior
	-100dB
	

	S-CPICH2 Ec/Ior
	-100dB
	

	S-CPICH3 Ec/Ior
	-100dB
	

	Demodulation-CPICH Ec/Ior
	As needed (-100 dB)
	

	Spreading factor for

HS-PDSCH
	16
	

	Modulation
	QPSK, 16QAM, 64QAM
	

	TBS
	Variable
	CQI based scheduling

	Number of Transport Blocks
	1
	

	HSDPA Scheduling Algorithm
	CQI based
	

	Geometry
	[0 5 10 15 20 ]dB
	

	CQI Feedback Cycle
	1 TTI
	

	CQI feedback error
	0 %
	

	HS-DPCCH ACK/NACK feedback error
	0 %
	

	Maximum number of HS-DSCH codes
	15
	

	Number of HARQ Processes
	6
	

	Maximum Number of H-ARQ Transmissions
	1
	

	HARQ Combining
	Chase Combining, 
	

	Redundancy and constellation version coding sequence
	{0,3,2,1} for QPSK

and 16QAM 

{6,2,1,5} for 64QAM
	

	Target Number of H-ARQ Transmissions
	1
	

	Residual BLER
	10% after 1 transmission
	

	Number of Rx Antennas
	1, 2
	

	Channel Encoder
	3GPP Turbo Encoder
	

	Turbo Decoder
	Max- Log MAP
	

	Number of iterations for turbo decoder
	8
	

	Precoding weight vector determination
	NA
	

	Quantization of Precoding vector
	NA
	

	PCI/CQI Feedback delay
	12 slots
	

	Precoding Feedback error rate
	0%
	

	Precoder update rate
	NA
	

	Propagation Channel Type
	PA3
	

	Channel Estimation
	             Ideal
	

	Noise Estimation
	             Ideal
	

	UE Receiver Type
	Type3
	

	Tx Antenna Correlation
	0
	

	Rx Antenna Correlation
	0
	

	   Interference Modeling
	As outlined in Section 3
	


4 Impact on Link Performance 
Figure 3 shows the link performance when the UE which is connected to LPN experiences a strong interference from the macro node.  Note that the interference due to other nodes is modelled as the white noise.
[image: image3.emf]0 2 4 6 8 10 12 14 16 18 20

0

5

10

15

20

25

Ior/No in dB

Link Throughput in Mbps

No Interference

Macro Node with Ioc = 20 dB

Macro Node with Ioc = 15 dB

Macro Node with Ioc = 10 dB

Macro Node with Ioc = 5 dB

Macro Node with Ioc = 0 dB


Figure 3  Link performance illustrating performance degradation when the UE is in cell range expansion zone.
It can be observed from above that there is huge performance degradation with the macro interference. The performance loss is in range of 100% at high geometries. 
5 Link Performance with Network Assistance

To mitigate the performance loss, 3GPP is currently discussing few techniques such as resource partitioning (TTI portioning), DF-DC, etc. In this section we show that with network (can be either Macro, LPN, or both) assistance we can almost mitigate the interference with a serial interference cancelation receiver. For example the network can signal the scheduling information of the interfering link.  The exact signalling aspects can be discussed during the work item (using HS-SCCH orders or send the scheduled UE id); here we show the performance with network assistance. 

Figure 4 shows the link performance when the network signals the scheduling information of the interferer.  It can be seen that significant performance gains can be achieved if the UE knows the information about the interference signals. In the simulation, the interference signal was re-constructed at the UE receiver and the interference is removed from after the detector output.  
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Figure 4 Link performance with network assistance (macro interference 20 dB stronger than the LPN desired signal)
Hence we would like RAN1 to consider Network assistance as one of interference mitigation techniques when the UE is in cell range expansion zone.

Proposal  I:  Network assistance should be considered as one method to improve the UE link performance.
6 Conclusion
Low-power node (LPN) cell range expansion is an important tool for achieving macro traffic offloading and for improving total throughput in a heterogeneous network. In this contribution, we discuss the impact of macro interference when the UE is in cell range expansion zone. It was noted the performance loss at high geometries is almost 100%. It was observed through simulations that with the network assistance, the performance of the UE can be significantly improved. Hence we would like to propose
Proposal I:  Network assistance should be considered as one method to improve the UE link performance. 
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