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1	Introduction
A LTE device to device proximity services study item [1] was recently approved. This contribution describes proposals that in part fulfill the Objective 1 as defined in Section 4 of [1].
Device to device (D2D) proximity service is a new type of service and there is a need to define deployments and performance evaluation metrics for evaluating various D2D algorithms. In this contribution we propose deployment scenarios and performance evaluation metrics for D2D proximity services. Our overall approach is to reuse deployment models and performance evaluation metrics defined in [2] as much as possible. We propose some new deployment models and performance evaluation metrics when needed.
We propose two classes of deployments depending on the use case (Section 3 of [1]). 
· Non-Public-safety use case
· Public safety use case

We propose performance metrics based on three categories of D2D proximity services (Section 4 of [1]).
· Discovery
· Direct Communication
· Additional metrics for public safety services
[bookmark: _Ref305442835]2	Proposal for Deployments
2.1 Deployments for Non-Public-safety use case
We propose that macro deployment cases of “Homogeneous deployments” as defined in Section A.2.1.1.1 of [2] be reused. Specifically we propose that 3GPP case 1and 3GPP case 3 be reused. 
In addition, to study performance under non-uniform deployments, we propose that the Femto deployments with dual stripe buildings specified in 3GPP case 5.1 be reused (See Section A.2.1.1.2 in [2]).
Following is the number of devices per sector proposed for simulation of discovery: 50, 100, 500, and 1000.
The motivation to capture numbers higher than used in [2] is to consider all devices in a cell including the RRC_IDLE devices and not only the active devices which are traditionally captured in [2]. Additionally, there is a need to capture dense deployments corresponding to sports stadiums and conference centers where one may see a large number of devices. 
Since simulating large number of UEs may run into simulation constraints some simplifications can be used. For higher number of devices (500, 1000) simulation can be performed only for a 7 cell/21sector setting. Furthermore depending on the scheme being evaluated, number of receivers can be greatly reduced to a number that is enough to get a statistically meaningful sample.
For direct communication we propose that 5-25 communication links on average per sector be simulated. For dropping links, it is proposed that one end of a link, say Device 1, be dropped uniformly over the macro area and the other end of the link, say Device 2, be dropped within a certain path loss of Device 1 uniformly over the area. The dropping should not preclude links that are inter-sector or inter-cell.
2.2 Deployments for Public safety use case
Public safety usually involves local ‘incidents’ such as fire, accident etc. (See Chapter 6.1.2 of [3] for more details.) There are usually numerous first responders and devices around such incidents. Deployments for Public safety use case should capture such clustering of devices around the incidents.
We propose that Public safety use cases repurpose the deployments defined for the Non-Public-safety use case as defined in Section 2.1. In addition to that, incidents should be uniformly dropped in the macro deployment area and additional devices be uniformly dropped around incidents within a radius of 250m [4].  This captures the clustering around incidents. Based on the requirements specified in [3][4] there can be up to 10 incidents in a circle of 5 km radius and up to 10 devices per incident.
Additionally, it is proposed that public safety use cases use the same deployments for in network coverage and out of network coverage cases.
3	Proposal for Performance Evaluation
3.1 Discovery
Discovery is a new type of service that is unlike what has been offered by LTE. Hence there is a need to define new metrics for discovery. The metrics for the discovery can be divided into three different types of metrics. 
Following are the proposed metrics in terms of number of device discovered 
· Number of devices discovered, time averaged across all devices participating in discovery
· Cumulative distribution function (CDF) of the number of devices discovered across all devices participating in discovery within a given time period
· CDF of the number devices discovering a particular device across all devices participating in discovery within a given time period
· Probability of discovery with path loss within a given time period averaged across all devices participating in discovery
· Number of false alarm within a given time period averaged across all devices participating in discovery

Metrics in term of impact on WAN (Wide Area Network)
· Percentage of downlink and/or uplink resources used for discovery
· Percentage loss in downlink and uplink WAN throughput due to discovery
Metrics in term of impact on power consumption 
· Average increase in power consumption of a device participating in discovery

3.2 Direct Communication
Performance metrics for direct communication can mostly be reused from those defined in Section A.2.1.4 of [2]. We consider here the metrics for a direct communication link, i.e., two devices engaged in device to device direct communication. 
We propose that traffic models full buffer, FTP and VoIP be reused from [2].
We propose that for evaluations with full-buffer traffic model, the following performance metrics need to be considered:
· Average direct communication link throughput across all links in the deployment

· CDF of throughput of direct communication links
· Median and 5% worst direct communication link throughput
We also propose some additional evaluation metrics for the bursty traffic model. (One example of a bursty traffic model is the FTP traffic model defined A.2.1.3.1 of [2]).
For evaluations with bursty traffic model, the following performance metrics are proposed:
· Direct communication link perceived throughput (during active time), defined as the size of a burst divided by the time between the arrival of the first packet of a burst at the transmitter of the direct communication link and the reception of the last packet of the burst at the receiver of the direct communication link. 
· Average perceived throughput of a direct communication link defined as the average from all perceived throughput for all bursts occurring for the link.
· CDF of average perceived throughput across direct communication links
· CDF of tail perceived throughput across communication links. Tail perceived throughput defined as the worst 5% perceived throughput among all bursts occurring for the link.

For VoIP capacity evaluations, the following performance metrics need to be considered:
· VoIP system capacity in form of the maximum number of satisfied direct communication links per cell. 
· System capacity is defined as the number of links in the cell when more than [95%] of the links are satisfied. 
· A VoIP link is in outage (not satisfied) if [98%] radio interface tail latency of the user is greater than [150ms]. This assumes an end-to-end delay below [200ms] for device-to-device communications. Note here that the time budget for VoIP as been increased to 150ms as compared to 50ms in Section A.2.1.4 of [2]. This is because direct communication links do not go through a network backhaul. Also note that the end-to-end delay budget is unaffected.

We also propose some metrics to capture the impact of direct communication on WAN. We propose that the following metrics be considered.
· Percentage of downlink and/or uplink resources used for direct communication
· Percentage loss in downlink and uplink WAN throughput due to direct communication

3.3 Additional metrics for public safety services
Natural disasters such as hurricane, earthquake, etc. can cause outage in network coverage. Public safety services might be needed much more in such scenarios. Device to device discovery and direct communication between proximal devices can be used to provide such public safety services. We propose some additional metrics for this ‘outside network coverage’ case.
Devices that are outside network coverage need to synchronize in time and frequency with devices in proximity. We propose the following metric for synchronization
· Time taken for synchronization with devices in proximity starting from the detection of outside network coverage condition by a device
· CDF of time taken to synchronize with devices in proximity across devices

Devices that are out of network coverage and are synchronized with devices in proximity can start providing Public safety services. The performance of such services can be evaluated in terms of metrics proposed in Sections 3.1 and 3.2 for discovery and direct communication respectively. However there might be a loss in performance compared to the performance when in network coverage. (This maybe due to, for example, inaccuracies in synchronization.) We propose the following metric to quantify this loss.
· Loss in performance in terms of metrics defined in Section 3.1 for discovery and Section 3.2 for direct communication compared to in network coverage performance.
4 	Conclusions
In this contribution we proposed deployments and evaluation metrics for LTE device to device proximity services. In particular we proposed deployments for both Non-Public-safety and Public safety use cases. We also proposed evaluation metrics for discovery, direct communication and out of network coverage Public safety. In our proposals we tried to reuse as much as possible the deployments and metrics defined in [2]. 
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Appendix A – Text Proposal for TR xx.xxx
[bookmark: _Toc257299757][bookmark: _Toc345941336]A.2.1.1 			Reference system deployments
[bookmark: _Toc257299758][bookmark: _Toc345941337]A.2.1.1.1	Non-Public-safety deployments
For homogeneous deployments 3GPP case 1, and 3GPP case 3 defined in Section A.2.1.1.1 of [2] shall be used. 
For heterogeneous deployments 3GPP case 5.1 defined in Section A.2.1.1.2 of [2] shall be used.
For discovery the number of devices dropped per sector shall be 100, 500, 500, and 1000.
For direct communication the number direct communication links per sector shall vary from 5 to 25. For dropping a direct communication link one end of a link, say Device 1, shall be dropped uniformly over the macro area and the other end of the link, say Device 2, shall be dropped within a certain path loss of Device 1 uniformly over the area. The dropping shall not preclude links that are inter-sector or inter-cell.
[bookmark: _Toc345941338]A.2.1.1.2	Public safety deployments
The deployments described in Section A.2.1.1.1 shall be used. In addition incidents shall be uniformly dropped in the deployment area. Additional devices shall be dropped uniformly around each incident within a radius of 250m.
The same deployments shall be used for both the in network coverage and out of network coverage cases.
[bookmark: _Toc345941341]A.2.1.3	Traffic models
The traffic models full buffer, FTP and VoIP shall be the same as those used in [2].
A.2.1.4 	System performance metrics	
[bookmark: _Toc345941342]A.2.1.4.1	Communication metrics
Metrics are defined for a direct communication link, i.e., two devices engaged in device to device direct communication.
Following metrics shall be used for evaluations with full-buffer traffic model
· Average direct communication link throughput across all links in the deployment

· CDF of throughput of direct communication links
· Median and 5% worst direct communication link throughput
Following metrics shall be used for evaluations with bursty traffic model. 
· Direct communication link perceived throughput (during active time), defined as the size of a burst divided by the time between the arrival of the first packet of a burst at the transmitter of the direct communication link and the reception of the last packet of the burst at the receiver of the direct communication link.
· Average perceived throughput of a direct communication link defined as the average from all perceived throughput for all bursts occurring for the link.
· CDF of average perceived throughput across direct communication links
· CDF of tail perceived throughput across communication links. Tail perceived throughput defined as the worst 5% perceived throughput among all bursts occurring for the link.

Following metrics shall be used for VoIP capacity evaluations:
· VoIP system capacity in form of the maximum number of satisfied direct communication links per cell. 
· System capacity is defined as the number of links in the cell when more than [95%] of the links are satisfied. 
· A VoIP link is in outage (not satisfied) if [98%] radio interface tail latency of the user is greater than [150ms]. This assumes an end-to-end delay below [200ms] for device-to-device communications.

Following metrics shall be used to capture the impact of direct communication on WAN.
· Percentage of downlink and/or uplink resources used for direct communication
· Percentage loss in downlink and uplink WAN throughput due to direct communication

[bookmark: _Toc345941343]A.2.1.4.2	Discovery metrics
The performance of discovery in terms of number of device discovered shall be measured as follows
· Number of devices discovered time averaged across all devices participating in discovery
· Cumulative distribution function (CDF) of the number of devices discovered across all devices participating in discovery within a given time period
· CDF of the number devices discovering a particular device across all devices participating in discovery within a given time period
· Probability of discovery with path loss within a given time period averaged across all devices participating in discovery
· Number of false alarm within a given time period averaged across all devices participating in discovery
The performance of discovery in terms of impact on WAN (Wide Area Network) shall be measured as follows
· Percentage of downlink and/or uplink resources used for discovery
· Percentage loss in downlink and uplink WAN throughput due to discovery
The performance of discovery in terms of impact on power consumption shall be measured as follows
· Average increase in power consumption of a device participating in discovery

[bookmark: _Toc345941344]A.2.1.4.3 	 Additional metrics for public safety
The following metric shall be used for evaluating the performance of out of network devices ability to synchronize with other devices in proximity
· Time taken for synchronization with devices in proximity starting from the detection of outside network coverage condition by a device
· CDF of time taken to synchronize with devices in proximity across devices

The following metric shall be used for evaluating the performance of out of network devices ability to perform discovery and direct communication
Loss in performance in terms of metrics defined in Section A.2.1.4.2 for discovery and Section A.2.1.4.1 for direct communication compared to in network coverage performance.
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