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1. Introduction

At the RAN1 #71 meeting, the search space functions for the EPDCCH were discussed, and the following agreements were reached:
· Search space function for localised EPDCCH is the Rel-10 Search space function modified as follows:

· the candidates of a given AL are spaced in as many different PRB pairs as possible

· total number of CCEs replaced by 
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· Search space function for distributed EPDCCH is the Rel-10 Search space function modified as follows:

· total number of CCEs replaced by 
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· Working assumption: No modification of the equation except "Different Yk per EPDCCH set"
· Check offline whether it is worthwhile to place the candidates of a given AL in as many EREG groups as possible 

· Different Yk per EPDCCH set

However, the exact equations for localized and distributed cases were not decided and left for email discussion. After discussing different alternatives that satisfy the agreed requirements, the equation proposed in [1] was agreed as follows for the localized EPDCCH.
· To capture DOCOMO equation with brackets for this round of CR. Some modifications will be further discussed in the next meeting (and email) including cross carrier scheduling aspect.
In this contribution, we investigate the need for further enhancements for the localized transmission. A comparison of the agreed equation and possible alternatives is given and we share our views on the final decision of the Release 11 EPDCCH equation. Candidate equations considering cross-carrier scheduling are also presented.
2. Discussion on the Necessity of Further Enhancement
2.1 Analysis

According to the discussions, most companies agree that the main motivation for modifying the hashing function in Release 11 is to achieve frequency selective gain for the EPDCCH using localized transmission. Therefore, the most important criterion used to decide the equation for localized transmission is whether full flexibility can be achieved by choosing the best PRB pair for the EPDCCH transmission. 
Some concerns regarding the current equation were raised in terms of the design of the EPDCCH localized equation in the case of overlapped transmission of the localized EPDCCH and distributed EPDCCH in the same set of PRB pairs [2][3]. The blocking probability may increase due to the fact that the transmission of one distributed EPDCCH of a certain aggregation level will block all the localized EPDCCH candidates since the ECCEs that belong to a certain candidate of the distributed EPDCCH will scatter among all allocated PRB pairs [3]. 
However, according to our understanding, in most of the cases, the localized transmission and distributed transmission can be split using different sets of PRB pairs in the frequency domain. If the resource utilization efficiency is a problem, the two transmission modes could be split in the time domain, i.e., select the transmission mode subframe by subframe. We do not see the need for simultaneous transmission of localized EPDCCH and distributed EPDCCH especially using the same sets of PRB pairs.
If the two transmission modes have to be overlapped, the localized transmission would be given priority over distributed transmission in scheduling, although this is an eNB implementation issue. The first reason why the localized transmission is given higher priority is that some of the UEs may be able to obtain good channel estimation results from the allocated PRB pairs, so that the frequency selective scheduling gain is enhanced. The second reason is, by first allocating localized transmission candidates, the blocking probability could be reduced especially when there are many UEs, since the UEs for localized transmission always have lower aggregation levels which yield lower probabilities for blocking other UEs. 

On the other hand, if distributed transmission is scheduled first, there was a claim that the gain in the blocking probability will be achieved by allocating the localized transmission candidates to different EREG groups since the distributed EPDCCH will only block some of the localized candidates but not all of them. This will limit the available localized candidates and the best PRB pairs may not be chosen.
According to the above analysis, we find that overlapped transmission is a minor case where the blocking problem could be easily solved by eNB implementation considering the tradeoff between the blocking possibility and frequency selective gain.
2.2 Evaluation Results
In order to support the conclusion in Section 2.1, simulation results are presented regarding the blocking probability and the frequency-selective scheduling gain. In the simulation, we assume the total of 8 PRB pairs is used for the EPDCCH with the number of PRB pairs per set, N = 4 and the number of EPDCCH sets, K = 2. The total number of the scheduled UEs is used as a parameter as in Table A1. Considering the possible enhancement of the localized equation, the two following methods are evaluated:
Alternative 1: The localized equation captured in CR [4]
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Alternative 2: The enhancement of localized equation [5]
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where 
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 is the number of EPDCCH candidates to monitor aggregation level L in the given search space within one set, and NECCE is the number of ECCEs within one set and NECCERB is the number of ECCEs per PRB pair. 

1) Localized transmission only
In Figure 1(a), we observe that Alt.1 has slightly better performance than Alt.2 in terms of the blocking probability. The reason for this difference is that Alt.2 lacks randomness between UEs. Different UEs may have the same location for search space candidates caused by (1.3), which increases blocking occurrences.

A performance gain could also be observed in the frequency-selective scheduling shown by the possibility of the best PRB being used in Figure 1(b). This is due to the same reason as in Figure 1(a), i.e., when more UEs are blocked, there is less possibility for the UEs to choose their best PRB pair.
Observation 1: Alt. 1 performs better than Alt.2 in terms of the blocking probability and frequency-selective gain when localized transmission itself is used for the EPDCCH.
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Figure 1 Performance of localized transmission
2) Localized and distributed EPDCCH (Localized EPDCCH is scheduled first)

In this simulation, the search space equation used for distributed EPDCCH is the same as in Release 10. According to the curves in Figure 2, we cannot see much of a difference in performance between the two alternatives although Alt.1 exhibits a very slight gain over Alt.2 in terms of the blocking probability and frequency-selective gain. The reason is the same as that given for the localized-only case, i.e., caused by the lack of randomness between UEs. Considering that the enhancement of the localized equation mainly targets the overlapped transmission case, it is expected that the blocking performance will improve. However, the simulation results could not verify the motivation for Alt.2 when localized EPDCCH is scheduled first.

Observation 2: When the localized EPDCCH is given priority over the distributed EPDCCH in scheduling, there is no performance gain from the enhancement of the localized equation.
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Figure 2 Performance of overlapped transmission (Localized first)
3) Localized and distributed EPDCCH (Distributed EPDCCH is scheduled first)
Figure 3 shows the results of overlapped transmission when distributed EPDCCH is given priority. Figure 3(a) shows that Alt.2 outperforms Alt.1 in terms of blocking probability, which is due to the fact that Alt.2 avoids some blockings between the localized EPDCCH and distributed EPDCCH by locating candidates of the localized EPDCCH into different EREG groups. On the other hand, Figure 3(b) shows that Alt.1 exhibits better performance than Alt.2 in terms of the frequency-selective scheduling gain. The reason for this is that by using Alt.2, the UEs with localized transmission cannot select their best PRB pair, which may be occupied by the distributed EPDCCH, even though these UEs are not blocked. We would like to point out that scheduling the distributed EPDCCH first degrades the frequency-scheduling gain compared to scheduling the localized EPDCCH first. Overall, Alt. 2 sacrifices the frequency-selective gain for the blocking probability, which violates the design principle of the localized equation.

Observation 3: When the distributed EPDCCH is given priority over the distributed EPDCCH in scheduling, there is a tradeoff between the blocking probability and frequency-selective scheduling gain when using Alt. 1 and Alt 2.
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Figure 3 Performance of overlapped transmission (Distributed first)
According to the above observations, the scenarios and performance gain claimed by Alt.2 could not be verified and confirmed. Therefore, we support keeping the agreement on the current CR without any further enhancement.
Proposal 1: Further enhancement is not needed regarding the agreed localized equation in the current specification.
3. Discussion on Cross-Carrier Scheduling
Another issue raised for the design of the localized equation is how it operates for the case with cross-carrier scheduling. In the email discussion, one method was proposed based on Alt.1 in Section 2 by replacing 
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where 
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 is the total number of cells scheduled by this reference cell and 
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Another possible choice is to modify directly the equation (1.1) by reusing the manner in Release 10:
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Comparing these two methods, we think both could scatter the candidates of multiple carriers in the allocated PRB pairs without any collision problem. 

Proposal 2: Select one of equation (1.4) and (1.5) for the case with cross-carrier scheduling.
4. Conclusion
In this paper, we presented our understanding on the remaining issues on the design of the equation for the localized EPDCCH. First, we focused on the possible enhancement of the overlapped transmission for the localized EPDCCH and distributed EPDCCH. According to the evaluation results, we observed the following.
Observation 1: Alt. 1 performs better than Alt.2 in terms of the blocking probability and frequency-selective gain when localized transmission itself is used for the EPDCCH.

Observation 2: When the localized EPDCCH is given priority over the distributed EPDCCH in scheduling, there is no performance gain from the enhancement of the localized equation.
Observation 3: When the distributed EPDCCH is given priority over the distributed EPDCCH in scheduling, there is a tradeoff between the blocking probability and frequency-selective scheduling gain when using Alt. 1 and Alt 2.
Based on the observation and the analysis of the results, we conclude the following.
Proposal 1: Further enhancement is not needed regarding the agreed localized equation in the current specification.
We also shared our view on the operation with cross-carrier scheduling. The following proposal was generalized.
Proposal 2: Select one of equation (1.4) and (1.5) for the case with cross-carrier scheduling.
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Annex

Table A-1 Simulation Parameters
	Parameter
	Value

	Maximum number of UEs
	16

	Number of scheduled UEs
	[2,4,6,8,10,12,14,16]

	Aggregation level
	[1,2,4,8]

	Distribution of aggregation level
	[60%,20%,15%,5%]

	Search space candidates for localized transmission
	[4,4,0 0]

	Search space candidates for distributed transmission
	[2,3,2,1]
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