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1 Introduction
The EPDCCH search space equation should be finalized.  The working assumptions on e-mail discussion [71-07] are follows
1) Search space equation for localized EPDCCH:
To capture DOCOMO equation with brackets for this round of CR.
Some modifications will be further discussed in the next meeting (and email) including cross carrier scheduling aspect.
2)  Search space equation for distributed EPDCCH
To capture Rel.10 equation with cross carrier scheduling with brackets in this round of CR.
To use Rel.10 equation and to use the same equation between localized/distributed are treated equal manner in the next RAN1 meeting discussion.
3) Definition of Yk per EPDCCH set
To prepare two variables for each EPDCH set but to use the same Rel-10 equation for both cases in this round of CR. 
The agreement to use different Yk per EPDCCH set is still valid and how to realize this is to be discussed in the next meeting.
This contribution discusses the search space equation for distributed EPDCCH, definition of Yk per EPDCCH set and supporting cross carrier scheduling.
2 Discussion

2.1 Search space equation for localized EPDCCH

We think no more modification is necessary in case of non cross carrier scheduling. 
2.2 Search space equation for distributed EPDCCH
For search space equation of distributed EPDCCH, rel.10 equation and same equation as localized EPDCCH are alternatives.
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Rel.10 equation
The ECCEs corresponding to EPDCCH candidate m of the search space              are given by
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In rel.10 equation, multiple EPDCCH candidates in an AL are allocated to consecutive ECCEs. An EPDCCH candidate with higher ALs blocks multiple EPDCCH candidates with lower AL since an EPDCCH candidate with higher AL are located on consecutive ECCEs. Figure 1(a) shows EPDCCH with AL8 for UE2 blocks all EPDCCH candidates with AL1 for UE1. In addition, the consecutive ECCEs are likely to be located on same EREG group since ECCE indices are numbered first within the EREG group in distributed EPDCCH. When localized EPDCCH are located on EREG group#0 (EREG #0,4,8 and 12) and EREG group#1(EREG#1,5,9 and 13), localized EPDCCH blocks all EPDCCH candidates with AL1 for UE1.
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Equation for localized EPDCCH
The ECCEs corresponding to EPDCCH candidate m of the search space            are given by 
In equation for localized EPDCCH, multiple EPDCCH candidates are located on distributed ECCEs. The full blocking between EPDCCH candidates with lower AL and EPDCCH candidate with higher AL can be avoided.  Figure 1(b) shows EPDCCH with AL8 for UE2 blocks partial EPDCCH candidates with AL1 for UE1. In addition, EPDCCH candidate are distributed to several EREG group. Then full blocking by localized EPDCCH can be avoided when there are enough EPDCCH candidates. 
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(a)       Rel.10 equation                                                            (b) Equation for localized EPDCCH
Figure 1 blocking with AL8
From above discussion, we propose to use the localized equation for distributed EPDCCH. 
2.3 Definition of Yk per EPDCCH set

For the definition of Yk per EPDCCH set, four options are discussed on e-mail [71-07]. 

· Option1: Y_(-1,set1) = C-RNTI+1 
· Option2: Y_(k,set1) use different seed value A (e.g., 39829)
· Option3: Y'(k,s) = Y(2k+s)           
“s” is the set number (0 or 1). The calculate Yk twice in a subframe. 
· Option4: Y_(k,set1) = Y_(k,set0)+fixed offset (e.g., 1, 3) 


For option1, C-RNTI range specified in section 7.1 in TS36.321 is 003D to FFF3. FFF4 is reserved for future usage.  As it is used only for randomization seed for EPDCCH, we don't see the issue to use FFF4 when C-RNTI is FFF3. 
In option 1, 2 and 3, the location of EPDCCH candidates of two EPDCCH sets are randomized. When there are 16 ECCEs in the EPDCCH set and AL 4 has one EPDCCH candidate per EPDCCH set, two candidates for AL4 are overlapped with probability 1/4.
Option4 is only for localized equation. Fixed offset can avoid the collision of candidates for two EPDCCH sets in same PRB pairs. Fixed offset =1 can avoid collision between two EPDCCH sets as shown in Figure 2. In case of offset =1, it has less frequency scheduling gain than offset=3 since EPDCCH candidates in two EPDCCH set are consecutive.  However frequency scheduling gain of different EPDCCH sets is not required.
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Figure 2 Option 4

We propose to use localized equation in section 2.2 for both distributed and localized. For localized equation, we propose to support option 4 with fixed offset =1 to avoid blocking between two EPDCCH sets. If the equation is different between distributed and localized, we prefer single solution for the simplicity. Either option 1,2 or 3 is acceptable.
2.4 Cross carrier scheduling 

The conclusion on RAN1#71 meeting as follows
No change to current specifications: If a UE that supports EPDCCH also supports cross-carrier scheduling, it supports CIF on both PDCCH and EPDCCH
For rel.10 equation, 
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 can be reused. 
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 is the carrier indicator field value. However, for search space equation of localize EPDCCH, some modification for cross carrier scheduling is necessary. In localized equation,  
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 is not suitable to avoid blocking among EPDCCH candidates for different
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values since multiple EPDCCH candidates are distributed to several ECCEs. In order to avoid blocking among EPDCCH candidates for different
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values, same principle with option 4 for the definition of Yk per EPDCCH set can be reused as follows.
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where 
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The offset value in option 4 is depending on the 
[image: image12.wmf]CI

n

 for cross carrier scheduling. The candidates with offset value=1 in search space set 1 and the candidates with 
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in search space set0 are full overlapped. However we think search space set0 and set1 would be not located on same PRB pair in case that cross carrier scheduling is configured. If such operation is required, 
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 can be used for cross carrier scheduling.
3 Summary

This contribution discussed the search space equation for distributed EPDCCH, definition of Yk per EPDCCH set and supporting cross carrier scheduling. Based on the discussion the following proposals are made:
Proposal 1: For localized equation, no more modification is necessary in case of non cross carrier scheduling. 
Proposal 2: To use localized search space equation for distributed EPDCCH. 
Proposal 3: For the definition of Yk of  EPDCCH set1, Y_(k,set1) = Y_(k,set0) +1  is used.
Proposal 4: For localized equation with cross carrier scheduling, following modification with 
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 is applied.
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 where 
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