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1
Introduction

In RAN1#70bis, the following was agreed on mapping of ECCEs to EREGs.
Agreement:

· eREGs are grouped eREG group #0 {eREG#0,4,8,12}, eREG group #1 {eREG#1,5,9,13}, eREG group #2{eREG#2,6,10,14}, eREG group #3 {eREG#3,7,11,15} in EPDCCH set regardless of distributed EPDCCH set or localized EPDCCH set.

· When an eCCE is formed by 4 eREGs, an eCCE is formed by an eREG group.

· When an eCCE is formed by 8 eREGs, an eCCE is formed by two eREG groups.

· two eREG groups are eREG group #0/2 and eREG group #1/3
There are still a number of open issues for instance related to mapping of ECCEs to PRB pairs, especially in case of distributed EPDCCH sets, and related to indexing of ECCEs. In this contribution we provide our views on these open aspects.
2
Localized allocations
In case of localized allocations, the mapping and indexing of ECCEs is straightforward; basically our proposal is that ECCEs are indexed first within a PRB pair and then across PRB pairs. In other words, ECCE k=0,…,NM-1 is mapped to PRB pair n=0,…,N-1 as 
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where M is the number of ECCEs per PRB pair and N is the number of PRB pairs in the EPDCCH set. The indexing of ECCEs within the PRB pair should follow the EREG groups such that ECCE k is essentially mapped to EREG group k mod M. Considering both NEREG=4 and NEREG=8, our proposal can be then formulated as follows:
Proposal: In case of localized EPDCCH sets:
-
EREG numbers corresponding to ECCE k are given as k mod M + jM, j=0,…,NEREG.
-
M=16/NEREG.
-
ECCE k is mapped to PRB pair 
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3
Distributed allocations
In case of distributed allocations, there are more options related to how to index the ECCEs and how to map the ECCEs to PRB pairs. Some of the options have already been listed in the WF document [1]. 
First aspect is how to index the ECCEs with respect to the EREG groups. In one option, ECCEs are indexed first across the EREG groups, and only then within an EREG group using different EREG permutations. In the other option the indexing is vice versa, i.e. first within an EREG group using different EREG permutations and then across EREG groups. This choice impacts mainly the case where overlapping localized and distributed EPDCCH sets are configured: Essentially, the latter option would minimize blocking in such case since a single distributed EPDCCH candidate would not block as many localized candidates in case of higher aggregation levels.
We simulated a case with two overlapping EPDCCH sets of 4 PRB pairs to quantify the impact of the ECCE indexing. The used search space definitions are as proposed in [2]. Detailed assumptions are listed in Appendix A. Since the main motivation of configuring overlapping localized and distributed EPDCCH sets is for the low load case where only a small number of UEs might be scheduled within one subframe, we simulated a small EPDCCH overhead case with a low number of scheduled DCIs.
The result is shown in Figure 1. As expected, blocking probability is basically halved if ECCE indexing runs first within the EREG groups and only then across the EREG groups.
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Figure 1. Blocking probability in case of two overlapping EPDCCH sets with the two different ECCE indexing schemes.
The way forward made in RAN1#69 on multiplexing of localized and distributed EPDCCHs in same PRB pairs (from eNB perspective) stated the following:

· Aim to include the possibility to multiplex (from eNB perspective) localized and distributed ePDCCHs in the same PRB pair in the ePDCCH design (search space, antenna port mapping, eREG) if possible without unacceptable adverse impacts. 

The indexing scheme as such does not seem to have any “adverse impacts”, hence our preference is that the ECCE indexing is made to run first within the EREG groups using EREG permutations and then across the EREG groups.
The second aspect is related to how to index distributed ECCEs across PRB pairs when the number of PRB pairs in the EPDCCH set is larger than the number of EREGs per ECCE. Denote the number of PRB pairs by N, number of EREGs per ECCE by Q and aggregation level by L, the alternatives can be expressed as follows [1]: 
Alt.1: An EPDCCH candidate is distributed over min(N, Q*L) PRB pairs.
Alt.2: An EPDCCH candidate is distributed over min(N, Q) PRB pairs.
As pointed out in [1], the tradeoff here is between frequency diversity (Alt.1) and minimizing blocking probability in case of overlapping localized and distributed EPDCCH sets (Alt.2). Clearly, not having an EPDCCH candidate span the maximum available PRB pairs might have a slight impact in terms of frequency diversity and link adaptation mismatch, hence resulting in a performance loss. While the performance impact in this case might be fairly small, also it does not seem like the benefit of a potentially slightly smaller blocking probability in case of Alt.2 would be very significant. Hence our preference would be Alt.1.
With the above two aspects in mind, our proposal for the indexing of ECCEs and mapping of ECCEs and corresponding EREGs to PRB pairs can be expressed as follows:

Proposal: In case of distributed EPDCCH sets:
· ECCE k comprises EREG numbers 
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, j=0,…,NEREG-1.
· EREG index j=0,…,NEREG-1 of ECCE k is mapped to PRB pair 
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This indexing also enables reuse of the legacy PDCCH search space definitions for distributed EPDCCH [2].
4
Conclusions

In this contribution we have discussed the remaining issues related to indexing of ECCEs and mapping of ECCEs to PRB pairs. Our proposals are listed as follows:
Proposal 1: In case of localized EPDCCH sets:
-
EREG numbers corresponding to ECCE k are given as k mod M + jM, j=0,…,NEREG.
-
M=16/NEREG.
-
ECCE k is mapped to PRB pair 
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Proposal 2: In case of distributed EPDCCH sets:
· ECCE k comprises EREG numbers 
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, j=0,…,NEREG-1.

· EREG index j=0,…,NEREG-1 of ECCE k is mapped to PRB pair 
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Appendix A – Simulation assumptions
Simulation assumptions are listed in Table 1.

Table 1. Simulation assumptions.

	Parameter
	Value

	Simulation scenario
	3GPP Case 1

	System bandwidth
	10 MHz

	Carrier frequency
	2.0 GHz

	Antenna configurations
	2x2, uncorrelated

	Channel model
	ETU, 3 km/h

	Number of scheduled UEs
	1 to 10

	EPDCCH set configuration
	One localized set with 4 PRBs

One distributed set with 4 PRBs

Sets are overlapping and the same for all UEs

	Number of candidates per AL
	[3 3 1 1 1] for distributed EPDCCH set for aggregation levels [1 2 4 8 16]

[3 3 1 0 0] for localized EPDCCH set for aggregation levels [1 2 4 8 16]

	DCI format and payload size
	DCI format 0/1A, 27+16 bits

	ECCE size
	27 REs available per ECCE

	Number of ECCEs per PRB pair
	4

	EPDCCH target BLER
	1%

	EPDCCH power control range
	Up to 3 dB
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