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Discussion and decision
1. Introduction
The following agreements related to eCCE and eREG definitions were reached in RAN1#71 and RAN1#71bis, see [1,2]:
Agreement:

· The specification supports the case that an eCCE is formed by N eREGs in distributed and localized
· N= 4 in following cases. (This corresponds to 4 eCCEs per PRB pair in localized transmission.)
· In normal subframe (normal CP) or special subframe configs 3,4,8 (normal CP) 
· N=8 in following cases. (This corresponds to 2 eCCEs per PRB pair in localized transmission)
· Special subframe configs 1,2,6,7,9 (normal CP)

· Normal subframe (extended CP) and special subframe configs 1,2,3,5,6 (extended CP) 
· Aggregation levels supported for EPDCCH are:

· In normal subframes (normal CP) or special subframe configs 3,4,8 (normal CP), and the available REs in a PRB pair is less than Xthresh, 

· For localised: 2, 4, 8, working assumption 16 subject to feasible search space design

· For distributed: 2, 4, 8, 16, working assumption 32 subject to feasible search space design

· In all other cases:

· For localised: 1, 2, 4, working assumption 8 subject to feasible search space design

· For distributed: 1, 2, 4, 8, working assumption 16 subject to feasible search space design

· Working assumption that Xthresh = 104

· Total number of ePDCCH USS blind decodes per CC is 32 or 48 depending on configuration of UL MIMO

· The UE is not expected to receive EPDCCH in a special subframe with special subframe configuration 0 or 5 in normal CP, or special subframe configuration 0, 4, or 7 in extended CP.

· The eREG to RE mapping is fixed in specifications given the Frame structure type, subframe configuration and CP length

· Special subframes with the same DMRS positions have the same eREG to RE mapping

· The eREG to RE mapping does not depend on the PRB pair#, subframe#, legacy control region size, DwPTS length or presence of other signals such as CRS,CSI-RS,PRS,

· eREG indices are sequentially mapped  to the REs without REs for DMRS (24 for normal CP and 12 for extended CP) in a frequency first and then time manner, within each PRB pair 

· It is FFS whether to support cyclic shift of the assigned eREG indices in each OFDM symbol or further rearrangement in the OFDM symbols carrying DMRS.

Note that Xthresh = 104 was derived to keep the worst case coding rate close to 0.8.

Note that ePDCCH is not mapped to GP or UpPTS. 

Agreement:

· eREGs are grouped eREG group #0 {eREG#0,4,8,12}, eREG group #1 {eREG#1,5,9,13}, eREG group #2{eREG#2,6,10,14}, eREG group #3 {eREG#3,7,11,15} in EPDCCH set regardless of distributed EPDCCH set or localized EPDCCH set.

· When an eCCE is formed by 4 eREGs, an eCCE is formed by an eREG group.

· When an eCCE is formed by 8 eREGs, an eCCE is formed by two eREG groups.

· two eREG groups are eREG group #0/2 and eREG group #1/3

Note that in the distributed case the EREGs are located as much as possible in different PRB pairs – precise wording to be prepared offline.

According to the abovementioned progress we have reached agreements on

· eREG to RE mapping

· eREG to localized eCCE mapping
The following remaining aspects are dealt with in this contribution:
· How to form the distributed eCCEs
· How to number the localized and distributed eCCEs

· How to aggregate localized and distributed eCCEs
2. eREG to eCCE mappings

Let us first introduce convenient notation for describing the eREG to eCCE mappings. eREGs are indexed such that eREG(s,n) is the s-th eREG of n-th PRB pair. We have N={2,4,8} PRB pairs in the ePDCCH set, Q={4,8} eREGs per eCCE and M=16/Q localized eCCEs per PRB pair.

The basic design target of the mappings is stated by the agreement that distributed eCCE should contain eREGs from different PRB pairs as much as possible. This is to harvest as much frequency diversity as possible. Another issue we have considered follows from the agreement that the PUCCH resource for transmitting A/N feedback is determined by the index of the lowest eCCE used in the DCI transmission. When localized and distributed ePDCCH sets are configured with overlapping PRB indices, we should minimize blocking between the PUCCH resources that are derived from the DCIs transmitted on the two sets. These targets, and yet other considerations for designing the mappings and eCCE aggregations are summarized as
· Localized candidates shall aggregate eCCEs within PRBs first (i.e. across eREG groups)

· Support for frequency selective transmission

· Distributed candidates shall contain eREGs from different PRBs as much as possible

· Maximize frequency diversity

· Distributed candidates shall aggregate eCCEs within eREG group first (i.e. across PRBs)
· Minimize blocking of localized candidates by a single distributed DCI

· Localized and distributed eCCEs shall be numbered such that the eCCE indexes within eREG group are the same both for distributed and localized ePDCCH

· Minimize blocking due to ACK/NACK resource allocation on PUCCH

In the following we present mappings and aggregation rules that fulfill all of the above targets.
2.1 Localized case
According to the so far reached agreements, both the localized and distributed eCCE is formed by an eREG group (or two groups, in case of Q=8 eREGs per eCCE). It is clear that for localized eCCE, the eREGs that constitute the eREG group are selected within a single PRB pair. We support the scheme of [4] in this case which is as follows
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This mapping is illustrated in Figure 1.
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Figure 1 Localized eCCE to eREG mapping. From top to bottom; N=8, 4, and 2 PRB pairs. Right: Q=4, left: Q=8 eREGs per eCCE.
2.2 Distributed case
For the distributed eCCE, it is agreed that the eREGs are selected from different PRB pairs as much as possible. This is rather straightforward in case the ePDCCH set consists of N=2 or N=4 PRB pairs. For the N=8 case we need to further utilize the PRB pairs such that maximal frequency diversity is obtained. Maximal frequency diversity can be achieved with the following mapping rule
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The mappings are illustrated in Figure 2.
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Figure 2 Distributed eCCE to eREG mapping. From top to bottom; N=8, 4, and 2 PRB pairs. Right: Q=4, left: Q=8 eREGs per eCCE.
As can be seen, maximal frequency diversity is obtained by the rule in all cases. In addition, by comparing the Figures 1 and 2, we see that the eCCEs are numbered such that the localized and distributed eCCEs that utilize the same eREG group are numbered using the same indexes. This minimizes PUCCH resource blocking between the two sets.
Further simplification of specifying the mapping can be achieved by noting the similarity between the two equations. This leads to defining the mapping according to the following proposal:


[image: image11]
3. Aggregation of eCCEs
Due to the adopted eCCE numbering from Proposal 1 above, we propose the following simple rules for which eCCE’s shall be used to form aggregation levels higher than 1.
For the localized case, we need to aggregate eCCEs that are in the same PRB pair first. Observing the eCCE numbering, this is achieved by aggregating consecutive eCCE’s. Only issue is that in order to minimize again blocking between localized and distributed ePDCCH, the localized eCCEs can be aggregated on aggregation level 2 and in case Q=4 such that eCCE0 & eCCE2 are aggregated (and similarly eCCE1 & eCCE4). For the distributed ePDCCH, we note that the aggregation should be within eREG group first. This may be achieved by permuting the eCCEs prior to selecting the consecutive eCCEs. Denoting the m-th ePDCCH candidate on aggregation level L by CCHm,L, we may express the candidates as in the following proposal:

[image: image12]
Here the function p implements the permutation. These rules are illustrated in Figures 3 and 4. The proposed scheme does not aggregate consecutive eCCEs for distributed ePDCCH in order to keep aggregation primarily within the same eREG group. This is needed to prevent excessive blocking between localized and distributed ePDCCH when they utilize the same PRB pairs. Otherwise, e.g. a single distributed DCI on aggregation level 4 would block all localized ePDCCH transmissions.
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Figure 3 Examples of localized ePDCCH mappings on higher aggregation levels according to proposal 2.
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Figure 4 Examples of distributed ePDCCH mappings on higher aggregation levels according to proposal 2.
4. Conclusions

In this contribution we discuss the remaining details of RE to eREG/eCCE mapping and make the following observations and proposals:
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The proposed scheme fulfills all design targets for ePDCCH mappings and eCCE aggregation.
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