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1 Introduction
According to the agreements at RAN1 70bis, the UE will blind decode EPDCCH on K EPDCCH sets and the maximum of K is 2. All combinations for KL and KD are as following: 
{ KL = 1, KD = 0}, { KL = 0, KD = 1}, { KL = 1, KD = 1}, { KL = 0, KD = 2}, { KL = 2, KD = 0}
The set size N of one set is selected among N=2, 4 and 8. Based on above agreements, the search space design for both localized and distributed transmissions is given in this contribution, i.e., how to determine the positions of EPDCCH candidates with different aggregation levels in one EPDCCH set.
2 Assignment of different AL EPDCCH candidates in one set
After determining the number of different AL EPDCCH candidates for one EPDCCH set, the ECCEs in the EPDCCH set for these candidates need to be assigned. Based on the agreement for local ECCE indexing, the ECCEs assignment for different candidates for localized and distributed transmission is discussed in the following sections, respectively.
2.1 Localized transmission in one set
To achieve frequency domain scheduling gain for EPDCCH, for the EPDCCH candidates in each search space, the distribution of the corresponding PRB pairs spans the configured PRBs, which is illustrated in Figure 1. As shown in Figure 1, the PRB pairs 0, 1, 8, and 9 are configured as a UE’s localized EPDCCH transmission set and the corresponding ECCEs are numbered 0~15. It is further assumed that ALs 1, 2, 4 and 8 are supported in this set and the corresponding number of candidates are 6, 6, 2, and 2, respectively. To achieve the different AL candidates’ assignment shown in Figure 1, the rule of EPDCCH candidate arrangement is described in the following. The starting ECCE index n of each EPDCCH candidate with aggregation level L fulfills the requirement n mod L = 0, and the starting ECCE and the following L-1 ECCEs in the set of corresponding ECCEs are arranged for one EPDCCH candidate. 
Based on this rule, for each aggregation level, it would generate multiple potential EPDCCH candidates in the set of corresponding ECCEs. To reduce the blind decoding complexity, the search space with limited number of EPDCCH candidates for different aggregation levels is defined in the set of corresponding ECCEs, i.e., part of the generated potential EPDCCH candidates is selected to form the search space. 

For the relationship between the EPDCCH candidate and the ECCE index, there are the following assumptions,

· The number of the ECCEs corresponding to the configured EPDCCH PRB pairs in an EPDCCH set is 
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· The maximum number of EPDCCH candidates of AL 
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 in the search space is 
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The ECCEs corresponding to EPDCCH candidate m of the search space 
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 is the number of potential EPDCCH candidates with AL 
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 is the ECCE spacing of the first ECCE of two EPDCCH candidates with AL 
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 is a parameter related to the first ECCE of an EPDCCH candidate. The details of Yk are described in section 2.3.
Regarding the EPDCCH resource mapping, each ECCE of an EPDCCH is mapped onto the corresponding PRB pair by 
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, where 
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 is the number of ECCE in one PRB pair, and 
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 is the index of PRB pair on which the ECCE 
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 is mapped. 
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Figure 1 Example of different aggregation levels for NECCE=16 and Yk=0 
2.2 Distributed transmission in one set
In a companion contribution [1], two ECCE indexing schemes for distributed EPDCCH are discussed. The ECCE indexing scheme, as shown in Figure 2, with no ACK/NACK resource collision between localized and distributed transmissions is preferred. Based on the preferred ECCE indexing scheme, the search space design for distributed EPDCCH in one set is discussed. 
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Figure 2 Preferred ECCE indexing for distributed transmission [1]
Due to the similarity between the distributed EPDCCH and PDCCH, the relation between the candidates and CCEs for PDCCH can be reused for distributed transmission of EPDCCH. The difference is that a set-specific parameter is introduced to determine the starting ECCE index of the first EPDCCH candidate. The ECCEs corresponding to EPDCCH candidate m of the search space 
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where 
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 is the EPDCCH set-specific parameter (The details of 
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 are in section 2.3) to determine the starting logical ECCE index of an EPDCCH candidate in an EPDCC set, 
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, where 
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 is the number of EPDCCH candidates to monitor in the given search space. 
Furthermore, a logical ECCE to physical ECCE block interleaver is used for distributed transmission to achieve the high efficient multiplexing between localized and distributed EPDCCH. The high efficient multiplexing means that for a distributed EPDCCH if more than one EREG in a PRB pair, these EREGs occupy as less localized ECCEs as possible. One way to achieve that is for distributed transmission, aggregation levels greater than 1 are realized by aggregating ECCEs within an EREG group first, then across EREG groups [3].The definition of EREG groups are in Appendix A. Before describing the interleaver, two definitions are clarified first as follows:
· Logical ECCE – the ECCE in search space, i.e. the ECCE in formula (2).

· Physical ECCE - the ECCE defines the corresponding physical resource, e.g., the ECCE in Figure 2.
The logical ECCE to physical ECCE interleaver is described as follows:

· Define an interleaver matrix. Assign the number of columns of the matrix is the number of EPDCCH PRB pairs in this set and the number of rows of the matrix is the number of ECCEs in a PRB pair. 
· The logical ECCE is contiguously written to the matrix row by row from logical ECCE index 0 to 
[image: image28.wmf]1

ECCE

N

-

 
· The output of the block interleaver is the logical ECCE sequence read column by column

· The logical ECCE output from the block interleaver is contiguously mapped to the physical ECCE from index 0 to
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Based on the preferred ECCE indexing scheme, by the combination of above search space formula and the block interleaver, the high efficient multiplexing between localized and distributed EPDCCH can be achieved. In Appendix B, an example of the block interleaver is given. 
2.3 Set specific candidate determination 

In Rel8/9/10, a UE specific random parameter 
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 is used to determine the first ECCE of a candidate. The randomization of 
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 in time domain can reduce the blocking probability. For EPDCCH, the randomization of 
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 in frequency domain should also be supported to get the similar benefit. In addition, due to many combinations of overhead (including CRS, CSI-RS, legacy PDCCH etc.), the number of available REs for each ECCE is unbalanced, e.g. the maximum difference of available REs between two ECCEs is 6 for the configuration of 3PDCCH symbols and 4 port CSI-RS [4]. Therefore, the number of available REs between the potential candidates is also unbalanced. According to the analysis of section 3 in [5], for DCI format 2X with high payload size, some potential candidates of low aggregation level may not be decodable. In order to increase the number of decodable candidates, the set-specific randomization of candidates between the two sets is needed. For example, the candidates determined by the starting position ECCE 0 of AL 1 for UE in set 0 are all undecodable while the candidates determined by a different starting position ECCE 1 of AL 1 for this UE in set 1 are all decodable.
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Figure 3 An example of set specific start ECCE position to get more decodable candidates

At the same time, randomizing the location of EPDCCH candidates in different sets can also reduce the blocking probability. 

In [6] two alternatives for set specific starting position of EPDCCH are summary as
Alt 1) different hash functions between two EPDCCH sets;
Alt 2) starting position of second EPDCCH set is decided by the offset from first EPDCCH set.

In detail, an example of each alternative is given below.

Example 1)


[image: image34.wmf]D

Y

j

A

Y

j

k

j

k

mod

)

*

)

(

(

,

1

,

-

=


(3)



[image: image35.wmf]1,RNTI

0

j

Yn

-

=¹

, 
[image: image36.wmf]î

í

ì

=

=

=

1

39829

0

39827

)

(

j

j

j

A


where 
[image: image37.wmf](

)

j

A

 is an EPDCCH set-specific parameter, 
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 is the slot number within a radio frame. In the previous discussion of candidates in one set, 
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 as in Rel-8.

To compare the performance of these two alternatives, simulations were performed. The assumptions and results are given in Appendix C. From the simulation results, we can see that set specific starting position of EPDCCH reduces the blocking probability significantly both in case of fully overlapping EPDCCH sets and non-overlap EPDCCH set. The same starting positions for two fully overlapping EPDCCH sets lead to fully overlapping search spaces corresponding to two EPDCCH sets for a UE. If one of EPDCCH sets is blocked, another EPDCCH set is blocked as well. 

It is also observed two alternatives above have similar performance in case of fully overlapping and non-overlapping EPDCCH sets. From the implementation point of view, UE needs to calculate hash functions twice for the scheme with two hash functions. For the scheme with an offset between two EPDCCH sets, one more “addition operation” is needed. The impact of two schemes is very marginal.
Proposal 6: Set specific starting position of EPDCCH is used to randomize the start ECCE location in different ePDCCH set.
3 Conclusion
In this contribution, our views on the EPDCCH search space design are presented and there are the following proposals:
Proposal : For assignment of different AL EPDCCH candidates in one EPDCCH set:
For localized transmission in one set

· The starting ECCE index n of EPDCCH candidates with aggregation level L fulfills the requirement n mod L = 0, and the starting eCCE and the following L-1 ECCEs in the set of corresponding ECCEs are arranged for one EPDCCH candidate 
· The ECCEs corresponding to EPDCCH candidate m of the search space 
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where 
· The number of the ECCEs in an EPDCCH set is 
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· The number of EPDCCH candidates of AL 
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 in the search space is
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 is the number of potential EPDCCH candidates with AL 
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 is the ECCE spacing of the first ECCE of two EPDCCH candidates with AL 
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 is a parameter related to the first localized ECCE of an EPDCCH candidate
For distributed transmission in one set

The ECCEs corresponding to EPDCCH candidate m of the search space 
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Where 
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 is the EPDCCH set-specific parameter to determine the starting ECCE index of the first EPDCCH candidate in EPDCC set 
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 is the subframe number; 
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 is the number of EPDCCH candidates to monitor in the given search space. And a logical ECCE to physical ECCE block interleaver is defined to achieve the high efficient multiplexing between localized and distributed EPDCCH.

For both localized and distributed transmission:

Set specific starting position of EPDCCH is used to randomize the start ECCE location in different ePDCCH set.
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Appendix A: EREG group definition

For ECCE/EREG to RE mapping, there are the following agreements at RAN1 #70bis meeting:
Agreement:

· eREGs are grouped eREG group #0 {eREG#0,4,8,12}, eREG group #1 {eREG#1,5,9,13}, eREG group #2{eREG#2,6,10,14}, eREG group #3 {eREG#3,7,11,15} in EPDCCH set regardless of distributed EPDCCH set or localized EPDCCH set.

· When an eCCE is formed by 4 eREGs, an eCCE is formed by an eREG group.

· When an eCCE is formed by 8 eREGs, an eCCE is formed by two eREG groups.

· two eREG groups are eREG group #0/2 and eREG group #1/3

Note that in the distributed case the EREGs are located as much as possible in different PRB pairs – precise wording to be prepared offline.
Note that the concept of EREG group is not needed in the specification, e.g. as follows:

· When an eCCE is formed by 4 eREGs, eREGs are grouped eREG group #0 {eREG#0,4,8,12}, eREG group #1 {eREG#1,5,9,13}, eREG group #2{eREG#2,6,10,14}, eREG group #3 {eREG#3,7,11,15} in EPDCCH set regardless of distributed EPDCCH set or localized EPDCCH set.
· When an eCCE is formed by 8 eREGs, eREGs are grouped eREG group #0 {eREG#0,2,4,6,8,10,12,14}, eREG group #1 {eREG#1,3,5,7,9,11,13,15}, regardless of distributed EPDCCH set or localized EPDCCH set.

Appendix B: an example of the block interleaver
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Figure 4 An example of the interleaver with 4 PRB pairs and 4 ECCEs per PRB pair

Appendix C: Simulation assumption and results for set specific starting position of EPDCCH
Cases of fully overlapping EPDCCH sets and non-overlapping EPDCCH sets are evaluated. In a subframe a given UE is scheduled with one DCI message on EPDCCH. Other detail simulation assumptions are given in Table 1.

Table 1 Simulation assumptions 
	Parameters
	Value

	Number of DCI in one subframe
	From 4 to 20

	Number of PRB pairs per EPDCCH set
	8

	Number of eCCE per PRB pair
	4

	Number of EPDCCH sets
	2

	Aggregation level (AGL)
	{1, 2, 4, 8}

	AGL distribution
	{0.45, 0.35, 0.15, 0.05}

	Number of EPDCCH candidates for each AGL 
	EPDCCH set 0: {3, 3, 1, 1}

EPDCCH set 1: {3, 3, 1, 1}


The blocking probability results of these alternatives are compared in Figure 5 (full overlapping EPDCCH set) and Figure 6 (non-overlapping EPDCCH set). The blocking probability is defined as the ratio between the number of blocked DCIs and the number of total DCIs. 
[image: image68.png][
Q
o
<
o
o
£
=
15}
o
]

01

0.01

0.001

Blocking Probability in full overlap sets (64 eCCE)

——The same starting position: Y1(k) = YO(k)

- -~ Offset: Y1(k) = YO()+ RNTI
—— Different hash function: Yj(k) = mod (AG)* Yi(k-1),D)

5 10 15
Number of DClin one subframe

20





Figure 5 Blocking probability in full overlap EPDCCH set case
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Figure 6 Blocking probability in non-overlap EPDCCH set case
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