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1. Introduction 
The load on PUCCH resource in Rel-10 has increased significantly since Rel-8 (e.g. due to the use of carrier aggregation), and this could grow substantially more in Rel-11 from resources allocated for ACK/NACK in response to EPDCCH.  Therefore, it is important to design efficient PUCCH resource allocation schemes for EPDCCH.
This contribution is an update of [1] that studies the gain of various DCI based resource allocation approaches relative to a Rel-10 based implicit resource allocation method.  We consider one-to-one based approaches using a small PUCCH resource shift and multiple-to-one approaches using a large shift, using one or two bits signaled in DCI.   Both TDD and FDD resource allocation are considered, and a harmonized approach motivated by [9] that includes an antenna port index in the resource calculations is used.   In the example scenario we simulate, we find that a substantial (up to 4 times) reduction in PUCCH resource overhead is possible over Rel-10 approaches for both TDD and FDD.  The simulations also show that two bit DCI based signaling using a multiple-to-one PUCCH resource mapping provides gain under the most conditions, including when a single EPDCCH set is configured. We therefore recommend that a multiple-to-one PUCCH resource mapping is indicated by two bits in DCI.
2. PUCCH A/N overhead and resource allocation methods
Within each ePDCCH set, a Rel-10 based implicit PUCCH resource allocation would likely assume a one-to-one mapping between EPDCCH resources (i.e. eCCE and/or DMRS port) and PUCCH A/N resources.  Since eCCEs are used for PUCCH A/N resource mapping, considering that the PRBs configured for EPDCCH can be shared with PDSCH at least for localized transmissions, it is possible that a large number of PRBs could be configured for EPDCCH without actually causing additional downlink overhead.  Therefore, the total number of eCCEs configured could potentially be large. For example, for a 10 MHz carrier, if a UE monitors 2 EPDCCH sets each with 4PRBs, and EPDCCH is frequency domain coordinated in 2 different PDSCH regions to support one cross carrier scheduled SCell, 2*4*2= 16 PRBs are configured.  If there are four eCCEs per PRB, then there are a total of 64 eCCEs. With a one-to-one mapping between eCCEs and PUCCH resources, these eCCEs would be mapped to 64 PUCCH A/N resources, requiring 4 uplink PRBs (with 18 PUCCH resources / PRB) , or 8% of uplink PRBs just for PUCCH A/N.  Using this number of PUCCH resources in response to one DL subframe is much larger than what is used for PDCCH in Rel-10.  When TDD is considered, the problem is multiplied since one uplink subframe may need to provide PUCCH A/N for multiple downlink subframes.
Also, Rel-10 implicit PUCCH resource mapping is not especially efficient.  Because the average PDCCH aggregation levels are greater than 2, the Rel-10 one-to-one mapping causes at least half of the A/N PUCCH resource to be wasted. 
Furthermore, the PUCCH resource inefficiency is further exacerbated due to the lack in Rel-11 of dynamic control over overall EPDCCH resource allocation. CFI is available in Rel-10 to dynamically adjust the size of PDCCH resources, thus the overhead of PUCCH can be adjusted accordingly. While each EPDCCH set can be either occupied or not used in a subframe, the resulting PUCCH resource compression is not as high as that of CFI. Particular eCCEs (corresponding to the highest PUCCH resource) must be unoccupied by EPDCCH to reduce PUCCH resource, which increases scheduler blocking. 
Two approaches could be used to reduce the PUCCH overhead.  Including a couple of bits in DCI to dynamically select PUCCH resource regions can substantially improve PUCCH resource efficiency.  Alternatively, a PUCCH resource ‘remapping’ scheme can improve PUCCH efficiency by mapping infrequently used PUCCH resource to occupy the same region of uplink PRBs.    We describe the DCI based approach in the following sections, while the PUCCH resource remapping scheme is discussed in a companion contribution [2].
2.1. DCI based dynamic PUCCH resource selection alternatives
Various approaches to using DCI to determine PUCCH resource have been proposed [1]

 REF _Ref339467539 \n \h 
[6]

 REF _Ref339467548 \n \h 
[7]

 REF _Ref339467554 \n \h 
[8].  One approach is to use a one-to-one mapping where each eCCE can map to one PUCCH resource and the total number of PUCCH resources per DL subframe is equal to the number of eCCEs.  One simple example of this approach is to use the following equation:
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(Eq. 2)
where 
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 is a PUCCH resource shift dynamically signalled in DCI, 
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 is an antenna port index corresponding to the antenna port used to demodulate the EPDCCH.  
The basic behaviour of this one-to-one mapping approach can be understood by considering FDD or TDD with 1 DL subframe is used in which case 
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 Eq. 2 generally does not allow fewer resources than approximately 
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 to be allocated if a small set of 
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 values are supported, and consequently it does not improve PUCCH resource efficiency of one EPDCCH set significantly.   Using overlapping PUCCH resource sets for EPDCCH and/or PDCCH can reduce PUCCH blocking, but then forces a tradeoff between EPDCCH performance gains from switching between EPDCCH sets (for diversity, coordination, and/or CoMP gains) and for PUCCH resource overhead gains by avoiding blocking.  
Observations:

· DCI based approaches with a one-to-one eCCE to PUCCH resource mapping may not improve PUCCH resource efficiency significantly with a few supported 
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 values when one EPDCCH set is configured
· PUCCH resource blocking can’t be improved if EPDCCH set selection is driven by EPDCCH performance.
The dynamic shift 
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 can shift among a few neighboring eCCEs (such as having values of [-2, -1, 0, 1]), or by a substantial fraction of the PUCCH resource corresponding to an EPDCCH set.   Small values may help avoid conflict for EPDCCH MU-MIMO and between EPDCCH sets.  However, the drawback is that large values of 
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 (which correspond to large eCCE indices) can’t be shifted to low PUCCH resources.  Because it is the high PUCCH resources that can be best reused for PUSCH, the inability of small shifts to free up the high PUCCH resources leads to lower efficiency.  On the other hand, large shifts in PUCCH resource can adjust large eCCE indices to low PUCCH resources for better efficiency.  The relative efficiency of small and large shifts will be further discussed below in the simulation results.
A multiple–to-one mapping could instead be used with DCI where multiple eCCEs can be mapped to the same PUCCH resource.  This is illustrated in the Figure 1.  Here, we show an example where the PUCCH resource corresponding to an EPDCCH set is broken up into 4 regions.  In order to support TDD, each region is further subdivided according to the maximum number of downlink subframes for which the UE must provide A/N in a subframe.  In this example, we assume an ‘M=2’ configuration (corresponding to TDD configuration 1).  The region (‘r’) that the UE is to use for PUCCH resource is indicated with 2 bits in DCI, while the resource within the region is determined by the function
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 .   The form of the resource allocation equation for the multi-to-one case is the same as for one-to-one: 
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Figure 1 Comparison of multiple-to-one and one-to-one A/N resource mapping methods for E-PDCCH
Because blocks of contiguous PUCCH resource can be addressed, efficient PUCCH resource sharing with PUSCH is possible using the multiple-to-one mapping.  The scheduler will attempt to assign UEs to the lowest PUCCH regions first, assigning to the higher regions only as needed to avoid conflict.  Therefore, the PUCCH resources will typically be only mapped to the first one or two regions, while the rest of the regions are empty, which allows the corresponding PRBs to be used for PUSCH transmission.  The multiple-to-one approach is contrasted with the one-to-one approach in Figure 1, where it can be seen that the small shift can’t move to low PUCCH resources when the implicit part of the mapping, 
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For TDD, it’s important that eCCEs from all DL subframes each map to within a resource region as in Figure 1.  Otherwise, the selection of the DCI bits is more constrained, since degrees of freedom have to be used to map DL subframes at higher PUCCH resources to lower ones.  An example of a less desirable design with this property is illustrated in Figure 2 below, where DL subframes with index m=0 and m=1 map to low and high PUCCH resource regions, respectively.  Whenever DL subframe m=1 is scheduled, in order to free up PUCCH resources for PUSCH, the DCI indication must use a region 0 or 1., effectively wasting 1 DCI bit.  By contrast, DCI bit selection in the proposed multi-to-one mapping in Figure 1 is not constrained by a particular value of m. 
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 Figure 2: Less desirable TDD A/N resource mapping for E-PDCCH using non-interleaved ‘m’

The multiple-to-one mapping approach can be expressed in more detail using the following equation, where 
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  is the UE’s PUCCH resource offset for the EPDCCH set, and 
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(Eq. 3)
This can be equivalently expressed as, 
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3. Simulation results:

We have done some simulation to verify the efficiency of PUCCH resource utilization and UE blocking probability using the different mapping schemes described above, i.e.

· Rel-10 PDCCH based one-to-one implicit mapping of each EPDCCH set using eCCE indices (‘Implicit’) 
· DCI based dynamic PUCCH resource selection using small shifts with a one-to-one mapping (using Eq. 2 with 
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· DCI based dynamic PUCCH resource selection using large shifts with a multiple-to-one mapping (using Eq. 3)

The simulation conditions can be summarized as follows.  The aggregation level probabilities are based on DCI format 1A transmission using distributed EPDCCH in a 10 MHz UMi scenario. A single attempt is made to schedule each UE in a subframe using one aggregation level.  PUCCH resource savings are quantified by the factor that the average required resource is reduced relative to Rel-10 one-to-one implicit resource allocation of each EPDCCH set (with non-overlapping EPDCCH sets).  Note that the PUCCH resources corresponding to adjacent EPDCCH sets can overlap for all methods.  TDD configurations 0 and 2 are considered, in order to study the impact of providing A/N bits for different numbers of DL subframes.  One or two EPDCCH sets are used, and loads of 1 to 15 UEs having new grants in each downlink subframe are tested. Detailed simulation assumptions are given in the Appendix.
The results for TDD Configuration 0 (where 1 DL subframe requires A/N per uplink subframe) with a single ePDCCH set containing 32 eCCEs are shown in Figure 3 below.  The left and right plots show the blocking percentages for 2x savings (using a total of 16 PUCCH resources) and 4x savings (using a total of 8 PUCCH resources), respectively.  We observe:
1. The one-to-one mapping with dynamic selection somewhat improves blocking over the implicit case, but not enough to allow PUCCH resource savings of 2 or 4x.  Even with 1 scheduled UE, the blocking percentages are above 10%.  This inability to reach high PUCCH efficiency is due to the use of small shifts and the one-to-one mapping.
2. The multiple-to-one mapping with dynamic selection allows a PUCCH resource savings of 2x for up to 7 or 8 UEs (assuming a blocking threshold of 10%).  The large shifts and resource compression of the multiple-to-one mapping enable this improvement.

3. When a 2 bit multiple-to-one mapping is used, a PUCCH resource savings of 4x is possible for up to 6 UEs (with 10% blocking).  The finer resolution control of PUCCH resource allows the resources to be more concentrated in low PUCCH resource regions when two DCI bits are used as compared to one bit.
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Figure 3: Blocking Probability for TDD Configuration 0 (‘M=1’) with 1 ePDCCH set containing 32 eCCEs
The results for TDD Configuration 0 with two ePDCCH sets, each containing 16 eCCEs are shown in Figure 4 below.  The PUCCH resource regions of the EPDCCH sets completely overlap (that is, an offset of 0 between sets is used).  We observe:

1. The use of two EPDCCH sets improves blocking significantly, such that 2x savings (using 16 PUCCH resources) are possible for up to 8 UEs for all methods.
2. The one bit one-to-one method provides the least gain of the DCI based methods.  It provides limited improvement over the implicit approach at 2x savings.  However, at 4x savings (using 8 PUCCH resources) the gains over implicit are more substantial, allowing about 4 UEs to be served at 10% blocking vs. 1 UE for implicit.

3. The two bit one-to-one and the multiple-to-one approaches have similar gains at 2x savings.
4. At 4x savings, there is significantly better gain from the multiple-to-one compared to the one-to-one DCI based methods.  At 10% blocking, the multiple-to-one methods can support 6 or 8 users, with one or two bits DCI, respectively, whereas the one-to-one approaches support 4 or 5 UEs with one or two DCI bits.
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Figure 4: Blocking Probability for TDD Configuration 0 (‘M=1’) with 2 ePDCCH sets (16 eCCEs each)

Results are shown below for TDD Configuration 2 (where 4 DL subframes require A/N per uplink subframe) using 2 EPDCCH sets configured as above.  A total of 64 and 32 PUCCH resources are used for the 2x and 4x savings cases, respectively.  We observe that the blocking probabilities of the multiple-to-one mapping are relatively close to those of TDD configuration 0 above.  However, the implicit resource allocation performance is worse than for TDD configuration 0, remarkably so for the 4x savings case.  Therefore, the relative benefit of the multiple-to-one approach is significantly better for this ‘DL heavy’ TDD configuration.
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Figure 5: Blocking Probability for TDD Configuration 2 (‘M=4’) with 2 ePDCCH sets (16 eCCEs each)

Observation Summary:

1. When a single EPDCCH set is configured, only the multiple-to-one method can significantly improve the number of UEs that can be supported when PUCCH resource is used efficiently.  Assuming a blocking threshold of 10%, 7 UEs can be supported with a factor of two PUCCH resource savings with one DCI bit, while 6 UEs can be supported with a factor of four PUCCH resource savings with two DCI bits.

2. When two EPDCCH sets are configured, both the one-to-one and multiple-to-one approaches can provide some gains in the number of UEs that can be supported with 2x resource savings.  However, the multiple-to-one approach provides significantly more gain at 4x resource savings, allowing on the order of 1.5 times more UEs than the one-to-one approach at 10% blocking.

3. Gains from the multiple-to-one approach over implicit resource are greater for (the ‘DL heavy’) TDD configuration 2.
4. Conclusions

We have studied the PUCCH resource allocation efficiency of Rel-10 based and various DCI based approaches for implicit PUCCH resource allocation for EPDCCH.  Considering DCI based methods in general, we observed: 

· DCI based approaches with a one-to-one eCCE to PUCCH resource mapping and a small resource shift may not improve PUCCH resource efficiency significantly when one EPDCCH set is configured, and in general is less PUCCH resource efficient than multiple-to-one mappings.
· PUCCH resource blocking can’t be improved by switching between EPDCCH sets if EPDCCH set selection is driven by EPDCCH performance.

In the simulated scenario, DCI based techniques can provide a substantial (up to a factor of four) increase in PUCCH resource efficiency over Rel-10 approaches for both TDD and FDD.  The simulations also show that DCI based signaling with a multiple-to-one PUCCH resource mapping provides gain under the most conditions, including when a single EPDCCH set is configured.  
Given the observations and results, we recommend:
· A multiple-to-one PUCCH resource mapping is indicated by two bits in DCI, where:

· The two bits select regions of PUCCH resource.

· PUCCH resources corresponding to TDD downlink subframes are block interleaved within each PUCCH region.

· The resource within the region is indicated by the eCCE index, DL subframe index, and the antenna port.

· The resource allocation can be expressed using the equation below.
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6. Appendix: Simulations

We measure the spectral efficiency impact of resource allocation schemes by the ability to schedule a UE in a subframe.  Results provided here are based on the simulation methodology given in [3] and EPDCCH SINR requirements from [4].  Note that the use format 1A is expected to give conservative estimates of the benefit of improved resource allocation schemes, since the aggregation levels for EPDCCH could tend to be larger for other DCI formats.  We consider how often a UE can be scheduled on a PDSCH using EPDCCH and PUCCH on a single serving cell, assuming that a given number of UEs’ PDSCHs are scheduled.  A simple scheduler is used, wherein only the UE specific search space is scheduled and a single attempt is made to schedule each UE in a subframe using one EPDCCH size.  Multiple retries of each grant (up to a limit) are allowed in subsequent subframes. The simulation parameters are given in Table 1 below. 

PUCCH resource savings are quantified by comparing blocking when different amounts of PUCCH resource are occupied.  When PUCCH resource is reduced, a contiguous block of PUCCH resource above a threshold is left unused.  The PUCCH resource reduction factor is calculated as the ratio of the Rel-10 implicit average resources used to the average used with the new resource allocation scheme.  For example, in TDD configuration 2 with 2 EPDCCH  sets and 16 eCCEs per set (and therefore 16*2=32 one-to-one mapped PUCCH resources per DL subframe), if the highest 64 PUCCH resources are not used, then the ratio is (4*32)/(4*32-64)=2.

Table 1: Simulation Parameters
	Parameter
	Value

	System bandwidth
	10 MHz

	Number of eCCEs per EPDCCH set
	16

	Number of EPDCCH sets
	2

	Search Space
	Distributed among EPDCCH sets using the parameters of [5], and such that search candidates are spread across PRBs as much as possible.  The first search space candidate is independently randomized for each UE. 

	PUCCH Resource Mapping
	When two EPDCCH sets are configured, the PUCCH resource corresponding to the sets overlaps completely (ie, a zero offset is used between sets).

	Number of scheduling cells
	1 (PCell)

	Number of serving cells
	1

	Scenario
	ITU UMi [10]

	Link adaption of PDCCH

assuming DCI format 1A [3]
	Aggregation 1 (SNR >=  8.0 dB)

Aggregation 2 (1.6 dB <= SNR < 8.0 dB)

Aggregation 4 (-1.3 dB <= SNR < 1.6 dB)

Aggregation 8 (-4 <SNR <= -1.3 dB)

	UE probability per CCE 
aggregation level [1 2 4 8]
	[37 35 18 10]% 



	Scheduling
	1-15 UEs are randomly selected

One scheduling attempt for one aggregation level

	PUCCH Configuration
	4 bit format 1b channel selection, 1 Tx

	Resource Allocation
	Rel-10 Implicit Resource Allocation 

DCI based multiple-to-one with large resource shifts
DCI based one-to-one with small resource shifts

	TDD Configuration
	0 or 2
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