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1
Introduction
In RAN1#70bis, further details of EPDCCH set configuration were discussed and agreed. Also the number of blind decodes and how to split them across EPDCCH sets and aggregation levels was discussed; however the only conclusion was that there is no additional RRC configuration involved in this split. One open issue is how to determine the search space candidates within a subframe given the EPDCCH set configuration and the number of blind decodes. In this contribution we discuss the search space definitions for both localized and distributed EPDCCH. In our companion contribution [1] we have discussed how the blind decodes should be split across EPDCCH sets and aggregation levels.
2
Search space definition for localized EPDCCH sets
One of the main motivations of localized EPDCCH has been frequency-selective scheduling. Therefore, it appears necessary that the search space candidates can be distributed uniformly across the system bandwidth. Assuming the PRB pairs within the EPDCCH set have been distributed uniformly across the system bandwidth, there are at least two approaches which both make sure that the candidates are located at least in different PRB pairs. In both cases the search space candidate m for aggregation level L is obtained as
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where Δm,L,s is to be determined. Note that the subscript s refers to EPDCCH set s. The two alternatives can be described as follows:
Alt. 1: Ensure that the candidates are located uniformly across the system bandwidth [2]:
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Alt. 2: Ensure that the candidates are located in different PRB pairs:

[image: image3.emf]∆ 𝑚 , 𝐿 , 𝑠 = 𝑚 ∙ 𝑚𝑎𝑥 ൜ ඌ 𝑁 𝐸𝐶𝐶𝐸 , 𝑠 𝑁 𝑠 𝐿 ඐ , 1 ൠ + ඌ 𝑚 𝑁 𝑠 ඐ  


where Ns denotes the number of PRB pairs within set s. Note that this approach is similar to the one presented in [3].
The difference between the two happens when the number of candidates at a given aggregation level is smaller than the number of configured PRB pairs. For instance, if the candidates are split among two sets, there may be only three candidates on an aggregation level in the localized set while there can be N=8 PRB pairs. In such case, Alt.1 still distributes the candidates over the whole system bandwidth whereas Alt. 2 would have the candidates located only within a fraction of the total bandwidth. This is likely to impact frequency-selective scheduling gains. To quantify the impact of this, we simulated the blocking probabilities of Alt.1 and Alt.2. In these simulations also fast fading was modelled and aggregation levels for localized EPDCCH were selected based on subband CQI separately for each EPDCCH PRB pair in order to capture the frequency-selective scheduling gains. Detailed simulation assumptions are listed in Appendix A.
The results are shown in Figure 1 for DCI formats 0/1A and 2C both with no EPDCCH power control and with up to 3 dB EPDCCH power control (power control was used in the simulations to steal power from UEs with a low aggregation level for benefit of UEs with high aggregation level). The results clearly illustrate the impact of reduced frequency-selective scheduling gain of Alt.2, resulting in higher blocking probability. Hence our preference would be Alt.1.
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Figure 1. Blocking probabilities as a function of number of scheduled DCIs for Alt.1 and Alt.2 in case of DCI formats 0/1A and 2C with up to {0,3} EPDCCH power control.
It is noted that since maximum of N=8 PRB pairs have been agreed per EPDCCH set, and since spatial diversity with two antenna ports was agreed for distributed EPDCCH, channel estimation complexity is governed by distributed EPDCCH which is clearly now the worst case from UE channel estimation point of view. Hence, channel estimation complexity of localized EPDCCH is no longer a concern. From this perspective the search space starting positions on different aggregation levels do not need to be correlated. This could also enable the eNB to reduce blocking to some extent by trying to schedule the UE on a higher aggregation level in case of blocking. It is noted that with Alt.1 (also with Alt.2) this is possible since the candidates at different aggregation levels do not occupy the same ECCEs necessarily.
Furthermore, it is noted that Alt.1 also naturally avoids severe blocking in case of overlapping localized and distributed EPDCCH sets, since the ECCEs used in different PRB pairs are typically different with this approach. In order to avoid severe blocking in this case, the ECCE indexing of distributed ECCEs should be such that the ECCEs are first indexed within the EREG groups and only then across different EREG groups [4]. In this case, the localized candidates should utilize different ECCEs in different PRB pairs such that same distributed EPDCCHs do not block all localized candidates. As mentioned, with Alt.1 this happens naturally in most (if not all) configurations. 
It has also been proposed that the parameter Yk should be set-specific instead of common to both EPDCCH sets. The motivation for this would be to reduce blocking since DCIs to the same UEs would not be blocking each other in both sets, even within a single subframe. This approach seems to provide blocking probability reduction only in case a UE is scheduled in the same subframe with two grants, e.g. UL and DL grants, as otherwise DCIs for a UE can not block a DCI for another UE in both sets anyway. In case of two grants there may be a small reduction in the blocking probability.
Proposal:

-
Search space candidate m for aggregation level L in a localized EPDCCH set is determined as
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3
Search space definition for distributed EPDCCH sets
For distributed EPDCCH sets, reusing the Rel-10 PDCCH search space definition seems like a natural approach given the similarities between PDCCH and distributed EPDCCH. Hence our proposal is as follows:
Proposal:

-
Search space candidate m for aggregation level L in a distributed EPDCCH set is determined as
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4
Conclusions

In this contribution we have provided our view on EPDCCH hashing functions. Our proposals can be summarized as follows:

Proposals:

-
Search space candidate m for aggregation level L in a localized EPDCCH set is determined as
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-
Search space candidate m for aggregation level L in a distributed EPDCCH set is determined as
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Here, Yk is as defined in section 9.1.1 of TS 36.213, NECCE,s denotes the number of ECCEs in EPDCCH set s and 
[image: image12.wmf])
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 is the number of candidates at aggregation level L in EPDCCH set s.
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Appendix A – Simulation assumptions

Simulation assumptions are listed in Table 1.

Table 1. Simulation assumptions.

	Parameter
	Value

	Simulation scenario
	3GPP Case 1

	System bandwidth
	10 MHz

	Carrier frequency
	2.0 GHz

	Antenna configurations
	2x2, uncorrelated

	Channel model
	ETU, 3 km/h

	Number of scheduled UEs
	1 to 30

	EPDCCH set configuration
	One localized set with 8 PRBs
One distributed set with 8 PRBs

Sets are non-overlapping and the same for all UEs

	Number of candidates per AL
	[3 3 1 1 1] for distributed EPDCCH set for aggregation levels [1 2 4 8 16]
[3 3 1 0 0] for localized EPDCCH set for aggregation levels [1 2 4 8 16]

	DCI format and payload size
	DCI format 0/1A, 27+16 bits
DCI format 2C, 42+16 bits

	ECCE size
	27 REs available per ECCE

	Number of ECCEs per PRB pair
	4

	EPDCCH target BLER
	1%

	EPDCCH power control range
	Up to {0,3} dB
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