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1
Introduction
In RAN1#70, the following was agreed regarding EPDCCH sets:
Agreements:
· An ePDCCH set is defined as a group of N PRB pairs

· Working assumption: N = {1 for localised (FFS), 2, 4, 8, 16 for distributed (FFS), …} 

· A distributed ePDCCH is transmitted using the N PRB pairs in an ePDCCH set

· A localized ePDCCH shall be transmitted within an ePDCCH set

· FFS whether a localised ePDCCH can be transmitted across more than one PRB pair

· K ≥ 1 ePDCCH sets are configured in a UE specific manner

· Maximum number for K is selected later among 2, 3, 4, and 6

· The K sets do not have to all have the same value of N
· The total number of blind decoding attempts is independent from K

· The total blind decoding attempts for a UE should be split into configured K ePDCCH sets

· Each ePDCCH set is configured for either localized ePDCCH or distributed ePDCCH

· The K sets consist of KL sets for localized ePDCCH and KD sets for distributed ePDCCH (where KL or KD can be equal to 0), and not all combinations of KL and KD are necessarily supported for each possible value of K

· Details FFS

· PRB pairs of ePDCCH sets with different logical ePDCCH set indices can be fully overlapped, partially overlapped, or non-overlapping. 
Separately it was also agreed that:
· Total number of ePDCCH USS blind decodes per CC is 32 or 48 depending on configuration of UL MIMO

Furthermore in RAN1#70bis the following agreement was made:
Agreement (per CC):

· Maximum K = 2. KL and KD have following combinations: { KL = 1, KD = 0}, { KL = 0, KD = 1},  { KL = 1, KD = 1}, { KL = 0, KD = 2}, { KL = 2, KD = 0}.
· N = {2, 4, 8}

· N=8 is not supported when system bandwidth is <8 PRBs

· FFS whether further system bandwidth related restrictions to valid combinations of values of N and K can be agreed
Hence it should be agreed how the available 32 or 48 blind decodes are split between the EPDCCH sets. Related to this, several way forward documents were presented [1]

 REF _Ref339267339 \r \h 
[2]

 REF _Ref339267341 \r \h 
[3], however the only conclusion was that there is no RRC signaling for the blind decoding configuration.

In this contribution we discuss how the blind decodes should be split among the EPDCCH sets. It is noted that in our companion contribution [4] we have provided our views on the search space definitions, i.e. how to determine the search space candidates.
2
Splitting the blind decoding candidates
The number of EPDCCH sets has been agreed to be up to 2, and each set has 2, 4 or 8 PRB pairs. Now we need to split the 32/48 EPDCCH candidates (16 search space locations) among the supported aggregation levels as well as between the two potential EPDCCH sets. The possible parameters that can be used to select the number of blind decoding candidates are number of EPDCCH sets, size of each EPDCCH set, type of each EPDCCH set (localized or distributed), DCI formats, number of ECCEs per PRB pair and number of available REs per PRB pair (as well as per ECCE), in particular whether the number of available REs per PRB pair exceeds the value Xthresh=104. In the following we elaborate more which parameters the split of blind decodes should depend on.
As a first thing, the supported aggregation levels for distributed and localized EPDCCH are not agreed yet. For distributed EPDCCH, the working assumption leaves it open whether aggregation levels 16 and 32 are supported and in which cases. In [5], we have indicated that aggregation level 16 is capable of achieving similar coverage as legacy PDCCH aggregation level 8 at least by employing EPDCCH power control, and aggregation level 32 seems redundant and would actually anyway only be applicable in case the EPDCCH set is configured with 8 PRB pairs. On the other hand, from search space design perspective there is not going to be any problem including aggregation level 16 at least in cases where one ECCE consists of 4 EREGs, i.e. where all 16 ECCEs fit within a typical four PRB pair EPDCCH set (though again in some cases 8 PRB pairs will be needed).
For localized EPDCCH, the open issue is whether aggregation level 16 should be supported for the case of normal subframe and special subframe configurations 3, 4 and 8 (normal CP) with available REs less than Xthresh and whether aggregation level 8 should be supported for other cases. One of the main motivations of localized EPDCCH was enabling frequency-selective scheduling gains as well as precoding gains. Having a localized EPDCCH spanning across multiple PRB pairs would mean that the EPDCCH is in fact not so localized anymore, as the PRB pairs would belong to different CSI subbands and likely the frequency-selective scheduling gains would no longer exist in this case. Thus, we believe that it is typically not desirable to transmit a localized EPDCCH across more than one PRB pair; if two physically adjacent PRB pairs are allocated in one EPDCCH set, a localized EPDCCH spanning two PRB pairs can be considered.
In conclusion, aggregation levels {1,2,4,8,16} should be considered for distributed EPDCCH. For localized EPDCCH, aggregation levels {1,2,4,8} can be used for normal subframes and special subframe configurations 3, 4 and 8 (normal CP) where aggregation level 1 only applies when the number of available REs is more than Xthresh, and aggregation levels {1,2,4} can be used for other cases. Hence, since the supported aggregation levels are different for distributed and localized sets, clearly one parameter used in determining the split of blind decodes is the type of each EPDCCH set. Similarly, as agreed, aggregation levels are different depending on whether the number of available REs exceeds Xthresh, hence this obviously also needs to be one parameter in determining the split of blind decodes.
In the case of two EPDCCH sets, the blind decoding candidates also need to be split between the two sets, where they may have same or different number of PRB pairs. When the two sets have the same number of PRB pairs, a balanced split is preferred [2]. When the number of PRB pairs is different between the sets, we can split the candidates as a function of the size of each EPDCCH set, e.g. in proportion to the number of PRB pairs, in order to avoid creating an unbalance between the sets in terms of number of candidates per PRB pair. Here it is noted that our view is that extreme combinations with {N1,N2}={8,2} could be ruled out [6].

Moreover, if the two sets have different types, i.e. one distributed EPDCCH set and one localized EPDCCH set, the method of having more high aggregation level candidates in the distributed EPDCCH set and on the other hand more low aggregation level candidates in the localized EPDCCH set can be considered.

It is also noted that in some cases with a small EPDCCH set size, e.g. when the total number of PRB pairs in the one or two sets is 4 or less, counting all possible locations of all possible aggregation levels still results in a total possible number of locations less than 16. Then in this case, all possible locations should be used as EPDCCH candidates.

Having the above mentioned principles, now we can further divide the candidates among all possible aggregation levels for various cases. In Section 3, we provide the aggregation level distributions in 3GPP Case 1 for DCI formats 1A and 2D with different numbers of available REs per ECCE. In Figure 1 and Figure 2, we can see that there is a need to have different split of blind decodes at least in case number of REs per PRB pair is more or less than Xthresh = 104, not to mention that the supported aggregation levels are different for the two cases anyway. However, for the two simulated DCI formats, the distributions are very similar for aggregation levels >=4, thus likely resulting in roughly the same number of blind decoding candidates independently of the DCI format. Differences can be mainly seen at low aggregation levels where more blind decoding attempts are expected and the small allocation size is unlikely to impact that much on blocking probability. Furthermore, to our understanding blocking probability due to not having a different split of blind decodes between DCI formats has never been an issue related to PDCCH in Rel-8/9/10. Hence our tentative view is that there is no need for dependencies on DCI format size.
Proposals:
· The number of blind decodes per set and aggregation level shall be a function of
· Type of EPDCCH sets (distributed or localized)

· Number of EPDCCH sets

· Size of each EPDCCH set

· Number of available REs per PRB pair (with respect to Xthresh)
· Potentially also number of ECCEs per PRB pair
· The number of blind decodes per set and aggregation level is not a function of
· DCI format
3
Simulation results
We used link simulations and 3GPP geometry distribution to find out aggregation level distributions for various effective ECCE sizes. First, link simulations were used to find out 1% BLER points for distributed EPDCCH with different ECCE sizes and DCI formats, e.g. 19, 24, 27 or 36 REs per ECCE, and DCI formats 1A or 2D. The BLER curves can be found in Appendix A with the simulation assumptions in Appendix B. Based on the BLER curves, we can find out the 1% BLER points as given in Table 1.
Table 1. 1% BLER points (dB) of distributed EPDCCH with different DCI formats and ECCE sizes.
	DCI format
	1A
	2D

	AL

ECCE size
	1
	2
	4
	8
	16
	1
	2
	4
	8
	16

	19
	NA
	5.30
	0.89
	-2.07
	-4.31
	NA
	9.90
	2.75
	-0.33
	-3.00

	24
	NA
	3.50
	-0.04
	-2.69
	-5.13
	NA
	6.66
	1.57
	-1.26
	-3.70

	27
	11.1
	2.69
	-0.60
	-3.22
	-5.37
	NA
	5.43
	1.11
	-1.63
	-4.00

	36
	6.23
	1.26
	-1.66
	-4.13
	-6.30
	12.0
	3.31
	-0.13
	-2.74
	-4.97


Then, 3GPP Case 1 geometry distribution (Appendix C) was used to draw N UEs per drop. Based on the geometry and the 1% BLER points, each UE was assigned an aggregation level. EPDCCH power control with up to 3dB was applied, where spare power from good UEs with AL=1 can be used to boost worse UEs’ aggregation level. Also, a 3dB link adaptation backoff was applied due to the CQI mismatch that needs to be taken into account in practice. With the aggregation level assignments of all UEs, the aggregation level distributions can be plotted in Figure 1 and Figure 2. The aggregation level distributions can be used to figure out how blind decoding candidates should be split between aggregation levels for each scenario.
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Figure 1. Aggregation level distribution for DCI format 1A in 3GPP Case 1.
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Figure 2. Aggregation level distribution for DCI format 2D in 3GPP Case 1.
4
An exemplary split of blind decodes
Based on the above discussion and simulation results, we give here as an example a possible table of blind decoding attempts depending on the number of EPDCCH sets, the size and type of each EPDCCH set, and the number of available REs per PRB pair and per ECCE. The table is essentially constructed based on the guidelines discussed in section 2 and taking into account the results in section 3. A few notes should be made regarding the table:
· We have used number of ECCEs per PRB pair as one parameter determining the split of blind decodes. One reason for this is that with 2 ECCEs per PRB pair it does not make sense to have aggregation level 8 for localized allocations.

· In many cases, e.g. when {N1,N2}={4,0}, {N1,N2}={2,0} etc., all possible candidates within an EPDCCH set are utilized. Hence the split of blind decodes in these cases does not follow the same distribution as the number of PRB pairs is essentially the limiting factor.

· We do not have combinations {N1,N2}={8,2} included: as proposed in [6], such configurations could be precluded in our view.
Table 2. An exemplary table on how to split the blind detection attempts.
	
	Normal CP, normal subframe or special subframe configurations 3,4&8, and number of available REs per PRB pair < 104 
(4 ECCEs per PRB pair)
	Normal CP, normal subframe or special subframe configurations 3,4&8, and number of available REs per PRB pair ≥ 104
(4 ECCEs per PRB pair)
	Normal CP and special subframe configurations 1,2,6,7&9, or extended CP
(2 ECCEs per PRB pair)

	Set 1
	Set 2
	AL=2
	AL=4
	AL=8
	AL=16
	AL=1
	AL=2
	AL=4
	AL=8
	AL=16
	AL=1
	AL=2
	AL=4
	AL=8
	AL=16

	D
	N=8
	N=0
	6
	6
	2
	2
	4
	6
	2
	2
	2
	6
	6
	2
	1
	1

	
	N=4
	
	8
	4
	2
	1
	4
	6
	3
	2
	1
	8
	4
	2
	1
	0

	
	N=2
	
	4
	2
	1
	0
	8
	4
	2
	1
	0
	4
	2
	1
	0
	0

	L
	N=8
	N=0
	8
	6
	2
	0
	6
	6
	2
	2
	0
	8
	6
	2
	0
	0

	
	N=4
	
	8
	4
	2
	0
	6
	6
	2
	2
	0
	8
	4
	2
	0
	0

	
	N=2
	
	4
	2
	1
	0
	8
	4
	2
	1
	0
	4
	2
	1
	0
	0

	D
	N=8
	D
	N=8
	3,3
	3,3
	1,1
	1,1
	2,2
	3,3
	1,1
	1,1
	1,1
	3,3
	3,3
	1,1
	1,0
	1,0

	
	N=8
	
	N=4
	4,2
	4,2
	1,1
	1,1
	3,1
	4,2
	1,1
	1,1
	1,1
	4,2
	4,2
	1,1
	1,0
	1,0

	
	N=4
	
	N=4
	3,3
	3,3
	1,1
	1,1
	2,2
	3,3
	1,1
	1,1
	1,1
	3,3
	3,3
	1,1
	1,1
	0,0

	
	N=4
	
	N=2
	4,2
	4,2
	2,1
	1,0
	3,1
	4,2
	1,1
	2,1
	1,0
	4,2
	4,2
	2,1
	1,0
	0,0

	
	N=2
	
	N=2
	4,4
	2,2
	1,1
	0,0
	2,2
	3,3
	2,2
	1,1
	0,0
	4,4
	2,2
	1,1
	0,0
	0,0

	L
	N=8
	L
	N=8
	4,4
	3,3
	1,1
	0,0
	3,3
	3,3
	1,1
	1,1
	0,0
	4,4
	3,3
	1,1
	0,0
	0,0

	
	N=8
	
	N=4
	5,3
	4,2
	1,1
	0,0
	4,2
	4,2
	1,1
	1,1
	0,0
	5,3
	4,2
	1,1
	0,0
	0,0

	
	N=4
	
	N=4
	4,4
	3,3
	1,1
	0,0
	3,3
	3,3
	1,1
	1,1
	0,0
	4,4
	3,3
	1,1
	0,0
	0,0

	
	N=4
	
	N=2
	5,3
	4,2
	1,1
	0,0
	4,2
	4,2
	1,1
	1,1
	0,0
	5,3
	4,2
	1,1
	0,0
	0,0

	
	N=2
	
	N=2
	4,4
	2,2
	1,1
	0,0
	3,3
	3,3
	1,1
	1,1
	0,0
	4,4
	2,2
	1,1
	0,0
	0,0

	D
	N=8
	L
	N=8
	3,4
	3,3
	1,1
	1,0
	2,3
	3,3
	1,1
	1,1
	1,0
	3,4
	2,3
	1,1
	1,0
	1,0

	
	N=8
	
	N=4
	4,3
	4,2
	1,1
	1,0
	3,2
	4,2
	1,1
	1,1
	1,0
	4,2
	4,2
	1,1
	1,0
	1,0

	
	N=4
	
	N=8
	2,5
	2,4
	1,1
	1,0
	1,4
	2,4
	1,1
	1,1
	1,0
	2,5
	2,4
	1,1
	1,0
	0,0

	
	N=4
	
	N=4
	3,4
	3,3
	1,1
	1,0
	2,3
	3,3
	1,1
	1,1
	1,0
	3,4
	3,3
	1,1
	1,0
	0,0

	
	N=4
	
	N=2
	4,3
	4,2
	1,1
	1,0
	3,2
	4,2
	1,1
	1,1
	1,0
	4,3
	4,2
	1,1
	1,0
	0,0

	
	N=2
	
	N=4
	2,5
	2,4
	1,2
	0,0
	1,4
	2,4
	1,1
	1,2
	0,0
	2,5
	2,4
	1,2
	0,0
	0,0

	
	N=2
	
	N=2
	4,4
	2,2
	1,1
	0,0
	2,3
	3,3
	2,1
	1,1
	0,0
	4,4
	2,2
	1,1
	0,0
	0,0


5
Conclusions
In this contribution we have discussed how to split the blind decoding attempts across EPDCCH sets and aggregation levels. Our proposals are summarized as follows:
Proposals:

· The number of blind decodes per set and aggregation level shall be a function of
· Type of EPDCCH sets (distributed or localized)

· Number of EPDCCH sets

· Size of each EPDCCH set

· Number of available REs per PRB pair (with respect to Xthresh)

· Potentially also number of ECCEs per PRB pair
· The number of blind decodes per set and aggregation level is not a function of
· DCI format
An exemplary table of blind decoding attempts aligned with these proposals is shown in Table 2.
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Appendix A – Link simulation results
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Figure 3. BLER for DCI format 1A of distributed EPDCCH with different ECCE sizes.
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Figure 4. BLER for DCI format 2D of distributed EPDCCH with different ECCE sizes.
Appendix B – Link simulation assumptions

Table 3: Simulation assumptions used in the EPDCCH link-level BLER study.
	Parameter
	Value

	System bandwidth
	10 MHz

	Carrier frequency
	2.0 GHz

	Antenna configurations
	2x2, cross-polarized

	Channel model
	SCM Urban Macro NLOS

	UE velocity
	3 km/h

	EPDCCH configuration
	Distributed

	Transmission schemes
	Per-RE precoding cycling with two DM-RS ports

	Modulation and coding
	QPSK modulation, coding rate according to ECCE size and aggregation level

	ECCE sizes
	· 19 REs

· 24 REs

· 27 REs

· 36 REs

	Aggregation levels
	1, 2, 4, 8, 16

	DCI format and payload
	· DCI 1A: 27 + 16CRC bits

· DCI 2D: 44 + 16CRC bits

	Number of allocated PRBs
	4 PRBs, distributed over the system band with maximum spacing

	DM-RS configuration
	DM-RS ports AP107 & AP109

	DM-RS channel estimation algorithm
	Realistic channel estimation, no PRB-bundling


Appendix C – 3GPP Case 1 geometry distribution
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Figure 5. Geometry distribution for 3GPP Case 1.
