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1. Introduction

In RAN1#70, the following agreements were made on the design of ePDCCH:

Agreement:
· The specification supports the case that an eCCE is formed by N eREGs in distributed and localized
· N= 4 in following cases. (This corresponds to 4 eCCEs per PRB pair in localized transmission.)
· In normal subframe (normal CP) or special subframe configs 3,4,8 (normal CP) 
· N=8 in following cases. (This corresponds to 2 eCCEs per PRB pair in localized transmission)
· Special subframe configs 1,2,6,7,9 (normal CP)
· Normal subframe (extended CP) and special subframe configs 1,2,3,5,6 (extended CP) 
· Aggregation levels supported for EPDCCH are:

· In normal subframes (normal CP) or special subframe configs 3,4,8 (normal CP), and the available REs in a PRB pair is less than Xthresh, 
· For localised: 2, 4, 8, working assumption 16 subject to feasible search space design

· For distributed: 2, 4, 8, 16, working assumption 32 subject to feasible search space design

· In all other cases:

· For localised: 1, 2, 4, working assumption 8 subject to feasible search space design

· For distributed: 1, 2, 4, 8, working assumption 16 subject to feasible search space design

· Working assumption that Xthresh = 104

· Total number of ePDCCH USS blind decodes per CC is 32 or 48 depending on configuration of UL MIMO

· The UE is not expected to receive EPDCCH in a special subframe with special subframe configuration 0 or 5 in normal CP, or special subframe configuration 0, 4, or 7 in extended CP.
Agreements:
· An ePDCCH set is defined as a group of N PRB pairs

· Working assumption: N = {1 for localised (FFS), 2, 4, 8, 16 for distributed (FFS), …} 
· A distributed ePDCCH is transmitted using the N PRB pairs in an ePDCCH set

· A localized ePDCCH shall be transmitted within an ePDCCH set
· FFS whether a localised ePDCCH can be transmitted across more than one PRB pair
· K ≥ 1 ePDCCH sets are configured in a UE specific manner

· Maximum number for K is selected later among 2, 3, 4, and 6
· The K sets do not have to all have the same value of N
· The total number of blind decoding attempts is independent from K

· The total blind decoding attempts for a UE should be split into configured K ePDCCH sets

· Each ePDCCH set is configured for either localized ePDCCH or distributed ePDCCH

· The K sets consist of KL sets for localized ePDCCH and KD sets for distributed ePDCCH (where KL or KD can be equal to 0), and not all combinations of KL and KD are necessarily supported for each possible value of K

· Details FFS
· PRB pairs of ePDCCH sets with different logical ePDCCH set indices can be fully overlapped, partially overlapped, or non-overlapping. 
Based on the above agreements, in this contribution we share our view on the ECCE numbering, search space equation and the search space of fallback DCI and TM-dependent DCI.
2. Discussion 
2.1 ECCE numbering
In RAN1#70, it is agreed that there are K EPDCCH sets configured in UE-specfic manner. The numbering of ECCE affects both the search space equation and realted PUCCH A/N feedback. Basically the altenatives on ECCE numbering can be classified into global numbering and UE-specific numbering. Global numbering is independent of the UE-specific configuration. One example is the ECCE is numbered for all PRB pairs. For UE-specfic numbering, the ECCE is numbered for only the configured PRB sets. One motivation for global numbering proposed in [1] is that for UE-specific numbering one decoding candidate can possibly block more decoding candidates of other UEs due to loss of tree structure. However, this problem can be avoided by proper EPDCCH set configuration. On the other hand, it is obvious that UE-specific ECCE numbering brings less complexity on search space equation. The PUCCH A/N is also more nature for UE-specific ECCE numbering due to there is UE-specfic 
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. From our perspective, UE-specific ECCE number should be adopted.
Proposal 1: ECCE numbering is UE-specific on the configured EPDCCH set.
2.2 Search space equation

The search space equation is related to EREG-ECCE mapping and ECCE numbering. It is obvious that EREG-ECCE mappings are different between localized and distributed EPDCCH and therefore they should have different search space equations. For localized EPDCCH, our view is that different decoding candidates of one aggregation level should be uniformly distributed over the configured EPDCCH set. The distributed decoding candidates targets on addtional FDS gains. The wireless channel has different fadings on frequency domain and it is easier to achieve FDS gains if different decoding candidates of one aggregation level can undergo different fadings (due to more options). As a result, we propose to have search space equation for localised EPDCCH to be:           
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The ECCE numbering is UE-specfic on each ECCE set. The parameters have the same definition as per TS36.213. This search space equation is a simple modification from search space equation of PDCCH. It allocates different decoding candidate uniformly distributed among the configured EPDCCH set.

Link level simulations are run to evaluate the proposed equation. The performance comparison between proposed uniformly distributed candidates and contiguous candidates where the search space equation is the same equation of PDCCH is shown in fig.1. We assume only one EPDCCH set is configured. One EPDCCH set contains 4 PRB pairs and each PRB pair contains 4 ECCEs. Detailed simulation assumptions are in appendix. It is noted that because there are only 4 PRB pairs configured, the proposed uniformly distributed candides and contiguous candidates have the same performance on aggregation level 8 because they have the same candidates when aggregation level is 8. It is also noted that aggregation level 2 and aggregation level 4 have similar performance because aggregation 4 loses FDS gain compared to aggregation level 2 due to only 4 configured PRB pairs. We can see that even with only 4 configured PRB pairs the proposed distributed candidates still have 2dB gain on aggregation level 1, 0.5dB gain on aggregation level 2 and still some minor gain on aggregation level 4. If more PRB pairs are configured, larger perofrmace gain for the proposed distributed candidates is foreseeable.
For distributed ePDCCH, it is spreaded among N PRB pairs of one EPDCCH set. The behaviour of distributed transmission is similar to PDCCH and the search space equation of PDCCH can be simply reused. Some companies have the view that different decoding candidates for the same UE of one aggregation level should be mapped to different localised ECCE as much as possible to reduce blocking. Basically we share the same view. Nevertheless, the detail can only be decided after EREG-ECCE mapping are decided. Fortunately, with proper EREG-ECCE mapping, the PDCCH search space can be directly reused and still satisfy the above motivation. For example, a distributed ECCE is formed by EREG from the same location of different PRB pairs. Distributed ECCE #0 consists of EREG#0 from 4 PRB pairs. Distributed ECCE #1 consists of EREG#1 from 4 PRB pairs and so on. And localised ECCE#0 is formed by #0, #4, #8, #12 EREG in the same PRB pair. With this ECCE-EREG mapping, the PDCCH search space equation works well for one localised ECCE only block one distributed candidate.

Proposal 2: For localized EPDCCH, the search space equation is
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The parameters have the same definition as per TS 36.213. For distributed EPDCCH, PDCCH search space equation can be directly reused with proper ECCE-EREG mapping.
[image: image4.emf]-6 -4 -2 0 2 4 6 8 10 12 14 16 18

10

-3

10

-2

10

-1

10

0

SINR[dB]

BLER

ETU 2X2, DCI bits:42+16,

 

 

Distributed candidates AL=1

Distributed candidates AL=2

Distributed candidates AL=4

Distributed candidates AL=8

Contiguous candidates AL=1

Contiguous candidates AL=2

Contiguous candidates AL=4

Contiguous candidates AL=8


Figure 1 Peformance comparison between uniformly distributed candidates and contiguous candidates
2.3 Search space of fallback DCI and TM-dependent DCI
Rel-8/9/10 UE blindly decodes both TM-dependent DCI and fallback DCI (i.e. DCI 1A) in legacy PDCCH to make sure fallback transmission when TM-dependent DCI cannot be supportable. If distributed EPDCCH sets are configured for TM-dependent DCI, it is intuitive to also monitor fallback DCI in the same distributed EPDCCH sets. On the other hand, if localised EPDCCH sets are configured for TM-dependent DCI, how to deal with fallback DCI becomes unclear. Basically there are three possible channels for fallback DCI transmission:

Alt.1. Legacy PDCCH

Alt.2. Distributed EPDCCH sets
Alt.3. Localised EPDCCH sets
The Alt.1 is precluded based on current agreement. For Alt.2, UE monitors TM-dependent DCI in localised EPDCCH sets and fallback DCI in distributed EPDCCH sets. Yet, monitoring both sets requires additional channel estimation complexity and this complexity may make UE harder to achieve the HARQ timing requirement. As a result, further channel estimation complexity reduction is needed for Alt.2. For Alt.3, since fallback DCI is usually transmitted when there is no realiable channel information. It may require large physical resources to make robust transmission and result in inefficient resource usage. 
Basically we think Alt.2 seems to be a simple solution, i.e. when UE monitors TM-dependent DCI in localised EPDCCH sets, new distributed EPDCCH sets are also configured for fallback DCI. The channel estimation complexity can be reduced by some methods on localised EPDCCH sets such as using only one antenna port per PRB pair for demodulation or let the configured localised EPDCCH sets and distributed EPDCCH sets be overlapped therefore some of decoding candidates can share the same antenna ports.
Proposal 3: When distributed EPDCCH sets are configured for TM-dependent DCI, UE also monitors fallback DCI in the same sets. When localized EPDCCH sets are configured for TM-dependent DCI, new distributed EPDCCH sets are configured for fallback DCI and some channel estimation reduction methods have to be applied.
3. Conclusions

In this contribution, we discuss the search space design for ePDCCH and propose to:
Proposal 1: ECCE numbering is UE-specific on the configured EPDCCH set.
Proposal 2: For localized EPDCCH, the search space equation is
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The parameters have the same definition as per TS 36.213. For distributed EPDCCH, PDCCH search space equation can be directly reused with proper ECCE-EREG mapping.
Proposal 3: When distributed EPDCCH sets are configured for TM-dependent DCI, UE also monitors fallback DCI in the same sets. When localized EPDCCH sets are configured for TM-dependent DCI, new distributed EPDCCH sets are configured for fallback DCI and some channel estimation reduction methods have to be applied.
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Appendix
Table 1. Link level simulation assumptions

	System bandwith
	10 MHz

	DCI payload size
	42 bits

	Number of CRC bits
	16 bits

	Channel model
	ETU IID 2X2

	UE velocity
	3 km/hr

	ECCE size
	36 REs

	ECCE aggregation level
	1, 2, 4, 8 

	Precoding codebook
	Rel-10 codebook

	Channel estimation
	DMRS : 2D-MMSE 

CSIRS : 2D-MMSE

	Feedback mode
	PUSCH mode 3-1

	CSI feedback delay
	10 ms

	Aggregation level
	[1 2 4 8]

	Number of PRB pairs per EPDCCH set
	4

	Number of configured EPDCCH set
	1

	Number of ECCEs per PRB pair
	4

	Number of blind decoding candidates
	[6 6 2 2]
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