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1. Introduction

In RAN1#70, the following aggrements were made on the design of EPDCCH:

Agreement:
· The specification supports the case that an eCCE is formed by N eREGs in distributed and localized
· N= 4 in following cases. (This corresponds to 4 eCCEs per PRB pair in localized transmission.)
· In normal subframe (normal CP) or special subframe configs 3,4,8 (normal CP) 
· N=8 in following cases. (This corresponds to 2 eCCEs per PRB pair in localized transmission)
· Special subframe configs 1,2,6,7,9 (normal CP)
· Normal subframe (extended CP) and special subframe configs 1,2,3,5,6 (extended CP) 
· Aggregation levels supported for EPDCCH are:

· In normal subframes (normal CP) or special subframe configs 3,4,8 (normal CP), and the available REs in a PRB pair is less than Xthresh, 
· For localised: 2, 4, 8, working assumption 16 subject to feasible search space design

· For distributed: 2, 4, 8, 16, working assumption 32 subject to feasible search space design

· In all other cases:

· For localised: 1, 2, 4, working assumption 8 subject to feasible search space design

· For distributed: 1, 2, 4, 8, working assumption 16 subject to feasible search space design

· Working assumption that Xthresh = 104

· Total number of ePDCCH USS blind decodes per CC is 32 or 48 depending on configuration of UL MIMO

· The UE is not expected to receive EPDCCH in a special subframe with special subframe configuration 0 or 5 in normal CP, or special subframe configuration 0, 4, or 7 in extended CP.
Agreements:
· An ePDCCH set is defined as a group of N PRB pairs

· Working assumption: N = {1 for localised (FFS), 2, 4, 8, 16 for distributed (FFS), …} 
· A distributed ePDCCH is transmitted using the N PRB pairs in an ePDCCH set

· A localized ePDCCH shall be transmitted within an ePDCCH set
· FFS whether a localised ePDCCH can be transmitted across more than one PRB pair
· K ≥ 1 ePDCCH sets are configured in a UE specific manner

· Maximum number for K is selected later among 2, 3, 4, and 6
· The K sets do not have to all have the same value of N
· The total number of blind decoding attempts is independent from K

· The total blind decoding attempts for a UE should be split into configured K ePDCCH sets

· Each ePDCCH set is configured for either localized ePDCCH or distributed ePDCCH

· The K sets consist of KL sets for localized ePDCCH and KD sets for distributed ePDCCH (where KL or KD can be equal to 0), and not all combinations of KL and KD are necessarily supported for each possible value of K

· Details FFS
· PRB pairs of ePDCCH sets with different logical ePDCCH set indices can be fully overlapped, partially overlapped, or non-overlapping. 
In the agreements, the total number of EPDCCH USS blind decoding candidates is 32 or 48 which is the same as in legacy PDCCH. In this contribution, the EPDCCH set and assignment of the number of EPDCCH decoding candidates for each aggregation level are discussed. Considering that the effective code rates for the supported aggregation levels depend on the number of available REs in a PRB pair, dynamically varying the number of decoding cnaidates depending on the number of available REs for each aggregation level similarly seems to be a reasonable approach.
2. Discussion 
2.1 EPDCCH set

In RAN1#70, it is agreed that there can be K EPDCCH sets configured in UE specific manner. In [1-2], it is shown that two EPDCCH sets with one set as primary set and the other set as secondary set have better blocking probability and resource efficiency compared to only one EPDCCH set. Figure 1 shows the performance comparison bweteen two EPDCCH sets and one EPDCCH set. Only localized EPDCCH is assumed in the simulation for simplicity, the aggregation level distribution is [60%, 30%, 6%, 4%]. eNB tries to allocate low aggregation level candidates at first and if they are all blocked, eNB can resort to higher aggregation levels. For 2 sets case, eNB tries to allocate primart set candidates at first and if they are all blocked, eNB can resort to secondary set. Total 3 EPDCCH sets are configured by eNB and there are total 20 UEs. However, the actual number of UE having EPDCCH transmission is a simulation parameter from 2~20. For each number of UEs, there are 5000 independent realizations. For one EPDCCH set case, there are 6, 7, 7 UEs per set. For two set case, there are all 20 UEs monitoring one primary EPDCCH set. For the two secondary sets, 10 UEs are configured for each. The UE-specific search space used in this simulation is assumed as follows which is proposed in our companion contribution to make uniformly distributed decoding candidates [2]:
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For the one set case, the number of decoding candidates is [6, 6, 2, 2] as the same in PDCCH. For the two sets, two schemes are evaluated. The first one has both [3, 3, 1, 1] decoding candidates in pimary set and secondary set. The second one has [4,4,1,1] decoding candidates in primary set and [2,2,1,1] decoding candidates in secondary set. The total number of candidates remains the same 16.
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(a) Blocking probability                             (b) Average number of used PRBs
Figure 1 Peformance comparison for one EPDCCH set and two EPDCCH sets with different number of candidates
The metrics evaluated are the blocking probability and the average number of used PRBs. The simulation results are depicted in fig.1. From fig.1, it is clear that two EPDCCH sets outperform one EPDCCH set in both blocking probability and average number of used PRBs. Considering the different number of candidates, it seems that their performances have no much difference. Equal number of candidates in two sets slightly outperforms uneuqal number of candidates in blocking probability while it is contrary in average number of used PRBs. Our view is that equal number of candidates in two sets brings less spec effort if there are other combinations of number of candidates rather than [6, 6, 2, 2]. On the other hand, it seems reasonable that there are different EPDCCH sets (diffierent in EPDCCH type or location) configured for TM-dependent DCI and fallback DCI for they have different targets. As a result, we propose to have total 4 EPDCCH sets be configured (2 sets for one DCI) and the number of decoding candidates of one DCI are evenly shared by two sets.
Proposal 1: 2 EPDCCH sets are configured for one monitoring DCI (i.e. Total 4 EPDCCH sets are configured for one UE) and decoding candidates of one DCI are evenly shared by two sets.
2.2 Number of EPDCCH decoding candidates
It is agreed in RAN1#70 that there are 16 EREGs in one PRB pair. An ECCE is formed by either 4 or 8 EREGs. Also, the available REs in one ECCE can vary a lot depending on the presence of other signals. On the other hand, the supported aggregation levels for EPDCCH can also be determined by the number of available REs in a PRB pair. The supported aggregation levels for distributed transmission could be 1, 2, 4, 8(, 16) ECCEs or 2, 4, 8, 16(, 32) ECCEs if the number of available REs in a PRB pair is below a certain threshold (current working assumption is 104). For localized transmission, it will be 1, 2, 4(, 8) ECCEs or 2, 4, 8(, 16) ECCEs similarly. As a result, it is observed that the number of used REs of the minimum supported aggregation level (1 or 2) can vary a lot. For example, for the case there are 4 ECCEs within a PRB pair, if the number of available REs in a PRB pair is exact 104, the number of actually used REs for one ECCE is 26 in average. The minimum supported aggregation level is 1. The number of actually used REs of the minimum supported aggregation level is therefore 1*26 = 26. On the other hand, if the number of available REs in a PRB pair is 100, the number of actually used REs for one ECCE is 25 in average and the minimum supported aggregation level is 2 in this case with threshold value 104. The number of actually used REs of the minimum supported aggregation level is 2*25 = 50. As a result, the actually used REs of each aggregation level are 26, 52, 104, 208 (, 416) REs when there are 104 available REs in a PRB pair and 50, 100, 200, 400 (, 800) REs when there are 100 available REs in a PRB pair. It is observed that the effective code rates for the monitoring aggregation levels can be much very different.
Considering the number of decoding candidates for each aggregation level for EPDCCH, a simple way is to reuse [6, 6, 2, 2] decoding candidates for each aggregation level. For example, [6, 6, 2, 1, 1] decoding candidates for corresponding distributed EPDDCH aggregation levels 1, 2, 4, 8, 16 or 2, 4, 8, 16, 32. However, from the above discussion we discover that the effective code rates of the supported aggregation levels are much very different in different cases. This is different from legacy PDCCH. If threre are more availiable REs (lower code rate) in each aggregation level, it is expected that there is higher probability for lower aggregation levels to be used because lower code rate means stronger codeword protection and the SINR requirement is relatively low. As a result, some benefits (e.g. better resource efficiency) can be gained by allocate more decoding candidates for lower aggregation levels. This is because in this scenario the low aggregation level will be easily blocked for higher probability to use it. The average used REs for each aggregation level are originally more due to low code rate and if low aggregation levels are easily blocked, eNB may resort to higher aggregation levels and occupies even more resources. On the other hand, if there are less available REs in a PRB pair, some benefits (e.g. lower blocking probability) can be obtained by allocating more high aggregation level candidates.
Based on the above discussion, we propose to dynamically adjust the number of blind decoding candidates for each aggregation level depending on the number of available REs in each aggregation level. A simply way is to have a threshold on the available number of REs in the minimum supported aggregation level (The number of available REs in other aggregation levels can be easily deduced from the minimum one). Considering that distributed and localised EPDCCH could have different aggregation levels, the above principle could apply on them separately. 
Simulations are run to evaluate the proposed method. The simulation methodology is similar to section 2.1. However, in order to evaluate the different performance requirement due to different effective code rates, we have the following steps to derive the distribution of aggregation levels from different code rates. First, the SINR CDF curve is drawn based on geometry value from 3GPP case 1 distribution and 2X2 independent ETU channel. And link level simulations are run to get the required SINR to achieve 1% target BLER for different schemes. The more practical simulation with instantaneous UE SINR distribution drawn from 3GPP case 1 distribution and CQI report can be considered further if needed. Due to time limitation, in this contribution we use the above method to derirve an aggregation level distribution and use it to decide which aggregation level can be used by UE. The two evaluated schemes are as follows:
1. The number of available REs in a PRB pair is 120. Each ECCE has 30 REs. The supported aggregation levels is [1, 2, 4, 8] with [30, 60, 120, 240] REs. The corresponding aggregation level distribution is [40% 38% 12% 10%].
2. The number of available REs in a PRB pair is 100. Each ECCE has 25 REs. The supported aggregation levels is [2, 4, 8, 16] with [50, 100, 200, 400] REs. The corresponding aggregation level distribution is [73% 13% 8% 6%].
The number of decoding candidate for each aggregation levels is a simulation parameter and is chosen from [4, 4, 6, 2], [4, 6, 4, 2], [4, 8, 2, 2], [6, 6, 2, 2], [8, 4, 2, 2] and [10, 2, 2, 2]. All of them have 16 total decoding candidates. Here we assume one UE is configured 2 EPDCCH sets as we discuss in dection 2.1. The decoding candidates are evenly shared by two EPDCCH sets. Therefore, the number of candiates per EPDCCH set is chosen from [2, 2, 3, 1], [2, 3, 2, 1], [2, 4, 1, 1], [3, 3, 1, 1], [4, 2, 1, 1] and [5, 1, 1, 1]. 
The simulation results are depicted in fig.2 and fig.3. The results for the first scheme are shown in fig.2. It seems that [2, 4, 1, 1] candidates per set and [3, 3, 1, 1] candidates per set have nearly the same performance. And it is observed that [2, 3, 2, 1] candidates per set has better blocking probability than them with only a little overhead on average used PRBs when there are a lot of UEs (>=18). As a result, [2, 3, 2, 1], [2, 4, 1, 1] and [3, 3, 1, 1] candidates per set seems to be good choices when the minimum aggregation level has 30 REs. On the other hand, [4, 2, 1, 1] and [5, 1, 1, 1] candidates per set seems not appropriate for its constantly worse blocking probability and the similar resource efficiency.
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(a) Blocking probability                             (b) Average number of used PRBs

Figure 2 Peformance comparisons with different number of candidates when there are 120 available REs in a PRB pair
The simulation results for the second scheme are illustrated in fig.3. Some decoding candidates show a little lower blocking probability but the gap diminishes when there are more UEs (>=8). And it is observed that [4, 2, 1, 1] and [5, 1, 1, 1] candidates per set can save some resources especially when there are more UEs. [5, 1, 1, 1] candidates per set can save about 1 PRB pair in average compared to [3, 1, 1, 1] candidates per set when there are 20 UEs. As a result, [4, 2, 1, 1] and [5, 1, 1, 1] candidates per set seems outperform others when the minimum aggregation level has 50 REs.
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Figure 3 Peformance comparisons with different number of candidates when there are 100 available REs in a PRB pair
From the simulation results, it is shown that under different scenarios, different number of decoding candidates for each aggregation levl can bring lower blocking probability and better resource efficiency. For example, when one ECCE has 30 REs and the supported aggregation levels are 1, 2, 4, 8, [4, 6, 4, 2] decoding candidates for each aggregation level should be used. When one ECCE has 25 REs and the supported aggregation levels are 2, 4, 8, 16, [10, 2, 2, 2] decoding candidates for each aggregation level should be used.
Proposal 2: The number of decoding candidates for each aggregation is dynamically adjusted depending on number of available REs in the minimum supported aggregation level.
3. Conclusions
In this contribution, we discuss the number of EPDCCH decoding candidates and propose to:
Proposal 1: 2 EPDCCH sets are configured for one monitoring DCI (i.e. Total 4 EPDCCH sets are configured for one UE) and decoding candidates of one DCI are evenly shared by two sets.
Proposal 2: The number of EPDCCH decoding candidates for each aggregation is dynamically adjusted depending on number of available REs in the minimum supported aggregation level.
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Appendix
Table 1 Simulation assumptions

	System bandwith
	10 MHz

	Carrier frequency
	2 GHz

	DCI payload size
	42 bits (format 2C)

	Number of CRC bits
	16 bits

	Maximum number of UE
	20

	System scenario
	3GPP case 1

	Channel model
	2x2 iid ETU

	Number of EPDCCH set
	3

	Number of ECCE per PRB pair
	4

	Used REs for aggregation levels
	1. [30 60 120 240] REs (with aggregation levels 1, 2, 4, 8)

2. [50 100 200 400] REs (with aggregation levels 2, 4, 8, 16)

	Distribution of aggregation levels
	1. [40% 38% 12% 10%]

2. [73% 13% 8% 6%]

	Precoding codebook
	Rel-10 codebook

	Target BLER
	1%
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