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1
Introduction
In RAN1 #70 meeting, an impressive progress was made on EPDCCH search space design including the UE-specific search space configuration. Also, it was agreed that multiple EPDCCH resource sets could be defined in a UE-specific manner and the UE-specific search space will be defined over EPDCCH resource set(s) configured. The followings are the agreements captured in RAN1 #70 chairman’s note [1]: 

Agreement:

· In subframes where UE monitors ePDCCH USS on a given carrier

· it does not monitor PDCCH USS on the same carrier

· it can at least be configured to monitor either localised, or distributed ePDCCH candidates in a given subframe

· it also monitors CSS on PDCCH

· working assumption that the UE can be configured to monitor both localised and distributed ePDCCH candidates in a given subframe

· If “both” are configured, the total number of USS blind decodes on the carrier is not increased
· The subframes where UE monitors ePDCCH USS are defined by at least rules in the specs
· not special subframe configurations 0 and 5 for normal CP, 0 and 4 for extended CP
· working assumption that configuration by higher layer signalling can also be provided (details of the higher layer signalling are FFS)
· In subframes not configured for monitoring ePDCCH, UE monitors CSS and USS on PDCCH according to Rel-10 behaviour

Agreements:
· An ePDCCH set is defined as a group of N PRB pairs

· Working assumption: N = {1 for localised (FFS), 2, 4, 8, 16 for distributed (FFS), …} 

· A distributed ePDCCH is transmitted using the N PRB pairs in an ePDCCH set

· A localized ePDCCH shall be transmitted within an ePDCCH set

· FFS whether a localised ePDCCH can be transmitted across more than one PRB pair

· K ≥ 1 ePDCCH sets are configured in a UE specific manner

· Maximum number for K is selected later among 2, 3, 4, and 6

· The K sets do not have to all have the same value of N
· The total number of blind decoding attempts is independent from K

· The total blind decoding attempts for a UE should be split into configured K ePDCCH sets

· Each ePDCCH set is configured for either localized ePDCCH or distributed ePDCCH

· The K sets consist of KL sets for localized ePDCCH and KD sets for distributed ePDCCH (where KL or KD can be equal to 0), and not all combinations of KL and KD are necessarily supported for each possible value of K

· Details FFS

· PRB pairs of ePDCCH sets with different logical ePDCCH set indices can be fully overlapped, partially overlapped, or non-overlapping. 
Note that excessive configurations should be avoided. 

Note that the details of the second subbullet are dependent on the conclusions on eREG definition. 

Note that it may be possible to forbid certain combinations of N and K

Note that the used values of N and K may depend on the system bandwidth. 

In this contribution, we discuss on the following remaining issues to finalize the EPDCCH search space design in Rel-11 and investigate the performance with system level evaluation:
· Search space definition for multiple EPDCCH resource sets

· Search space definition for localized EPDCCH

· Search space definition for distributed EPDCCH

2
Search space definition with hash function
As agreed in RAN1 #70 meeting, local eCCE index will be defined for each EPDCCH resource set and the UE-specific search space will be split to the EPDCCH resource set(s) configured for the UE. For instance, if a UE is configured with two EPDCCH resource sets and each set has four PRB pairs (i.e., K=2 and N=4), the total blind decoding attempts 16 for a DCI will be split over two EPDCCH resource sets. Due to the local eCCE index, the search space should be separately defined per EPDCCH resource sets. Given that the search space definition for legacy PDCCH is well tested and proved from the Rel-8 deployment, it seems to be appropriate to reuse it as much as possible. Therefore, the following could be used per EPDCCH resource set to define the EPDCCH candidates according to the aggregation levels as a starting point:
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 denotes hash function which changed every subframe so that the UE-specific search space changed from a subframe to another in a UE-specific manner which allows that search spaces for two UEs may not be overlapped consecutively, thus reducing blocking probability. Since multiple EPDCCH resource sets (K>1) may be configured for a UE and shared with another UE, using different hash parameters may help reducing blocking probability further as the overlapping EPDCCH resource may be avoided at least one of the sets. In this case, the following could be defined for the multiple EPDCCH resource sets:
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 indicate hash function and number of available eCCEs in n-th EPDCCH set at subframe k.
The figure 1 shows the blocking probability of the EPDCCH according to the number of hash functions when the combination (K=2, N=4) is used and configured with distributed EPDCCH for both EPDCCH resource sets. As the different hash function may further randomize search space even in the same subframe when multiple EPDCCH resource sets are configured, the blocking probability is further reduced without any complexity increments as shown in the figure 1.
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Figure 1. blocking probability with multiple EPDCCH resource sets (distributed EPDCCH)

Proposal-1: hash function should be defined independently per EPDCCH resource set

Two types of EPDCCH transmission have been introduced such as distributed and localized EPDCCH, where the former is targeted for the UE suffering from the lack of CSI at the transmitter while the latter is targeted for the UE having full CSI information at the eNB scheduler. Since the search space definition of the legacy PDCCH is well fit to distributed EPDCCH, we can reuse the legacy search space definition for a distributed EPDCCH from an EPDCCH resource set perspective. 
Proposal-2: legacy search space definition should be reused for distributed EPDCCH

However, the legacy search space definition may not be adequate for the localized EPDCCH since the consecutive EPDCCH candidates for a specific aggregation level may not allow frequency selective scheduling. Therefore, a slight modification of legacy search space definition may be needed for localized EPDCCH in order to allow frequency selective scheduling.

The following modification could be used for better frequency selective scheduling when localized EPDCCH resource set is configured:
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 denotes an offset according to the aggregation level (L) and the EPDCCH candidate number (m). The offset allows non-consecutive EPDCCH candidates in a specific aggregation level so that frequency selective scheduling is supported. An example of 
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 for the simulation is shown in the table 2 in Annex.
The figure 2 shows the blocking probability of localized EPDCCH according to the existence of the offset in the search space definition. As seen in the figure, the slight modification of legacy search space definition by introducing offset value according to the aggregation level and candidate number significantly improves the blocking probability since the frequency selective scheduling based on subband CQI increases received SINR and lowers aggregation level, thus resulting in lower blocking probability as compared with the legacy search space definition.
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Figure 2. blocking probability of localized EPDCCH according to the use of the offset.
Proposal-3: aggregation level specific offset should be introduced for localized EPDCCH search space.
3
Conclusions

In this contribution, we discussed on details of EPDCCH search space design according to the type of EPDCCH transmission and investigated the proposals with system-level evaluation. From the discussions and the observations, we propose followings:

Proposal-1: hash function should be defined independently per EPDCCH resource set

Proposal-2: legacy search space definition should be reused for distributed EPDCCH

Proposal-3: aggregation level specific offset should be introduced for localized EPDCCH search space.

The EPDCCH candidates for distributed and localized EPDCCH are defined as:

· Distributed EPDCCH: 
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· Localized EPDCCH: 
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Appendix
Table 1. System-level Simulation Assumptions
	System Bandwidth
	10MHz

	Antenna configuration
	2x2

	Channel models
	UMa

	Velocity [km/h]
	3

	Codebook for PMI reporting
	Rel-8

	Chanel estimation
	Ideal

	HomoNet deployment
	57 cells

	EPDCCH scheduling
	Random

	Number of UE and distribution
	16 UEs/cell, uniform distribution

	# of PRBs in an EPDCCH set (N)
	4 PRB-pair (distributed) and 8 PRB-pair (localized)

	# of EPDCCH set (K)
	2 for distributed and 1 for localized

	Drops, TTIs
	2 drops and 2000TTIs per drop

	Transmission schemes for EPDCCH
	Per-RB based (RBF) for distributed
CL-BF for localized

	Number of eCCE allocation
	Wideband SINR based (distributed)
Subband SINR based (localized)

	Aggregation level [# of eCCE]
	1, 2, 4, 8


Table 2. An example of 
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	Candidate number: m 

	
	0 
	1 
	2 
	3 
	4 
	5 

	Aggregation level: L 
	1 
	0 
	8 
	16 
	24 
	32 
	40 

	
	2 
	0 
	8 
	16 
	24 
	32 
	40 

	
	4 
	0 
	4 
	 
	- 
	- 
	- 

	
	8 
	0 
	1 
	 
	- 
	- 
	- 
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