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1. Introduction

During RAN1 #70, significant progress was achieved with respect to the definitions of the EPDCCH search space in Rel-11. According to [1] the following agreements were reached. 

· Agreement:
· In subframes where UE monitors EPDCCH USS on a given carrier

· it does not monitor PDCCH USS on the same carrier

· it can at least be configured to monitor either localised, or distributed EPDCCH candidates in a given subframe

· it also monitors CSS on PDCCH

· working assumption that the UE can be configured to monitor both localised and distributed EPDCCH candidates in a given subframe

· If “both” are configured, the total number of USS blind decodes on the carrier is not increased

· The subframes where UE monitors EPDCCH USS are defined by at least rules in the specs

· not special subframe configurations 0 and 5 for normal CP, 0 and 4 for extended CP

· working assumption that configuration by higher layer signalling can also be provided (details of the higher layer signalling are FFS)

· In subframes not configured for monitoring EPDCCH, UE monitors CSS and USS on PDCCH according to Rel-10 behaviour

· Agreements:
· An EPDCCH set is defined as a group of N PRB pairs

· Working assumption: N = {1 for localised (FFS), 2, 4, 8, 16 for distributed (FFS), …} 

· A distributed EPDCCH is transmitted using the N PRB pairs in an EPDCCH set

· A localized EPDCCH shall be transmitted within an EPDCCH set

· FFS whether a localised EPDCCH can be transmitted across more than one PRB pair

· K ≥ 1 EPDCCH sets are configured in a UE specific manner

· Maximum number for K is selected later among 2, 3, 4, and 6

· The K sets do not have to all have the same value of N

· The total number of blind decoding attempts is independent from K
· Total number of EPDCCH USS blind decodes per CC is 32 or 48 depending on configuration of UL MIMO
· The total blind decoding attempts for a UE should be split into K configured EPDCCH sets

· Each EPDCCH set is configured for either localized EPDCCH or distributed EPDCCH

· The K sets consist of KL sets for localized EPDCCH and KD sets for distributed EPDCCH (where KL or KD can be equal to 0), and not all combinations of KL and KD are necessarily supported for each possible value of K

· Details FFS
· PRB pairs of EPDCCH sets with different logical EPDCCH set indices can be fully overlapped, partially overlapped, or non-overlapping. 

· Note that the details of the second subbullet are dependent on the conclusions on eREG definition. 

· Note that it may be possible to forbid certain combinations of N and K

· Note that the used values of N and K may depend on the system bandwidth. 

· Agreement: 

· The specification supports the case that an ECCE is formed by N eREGs in distributed and localized

· N= 4 in following cases. (This corresponds to 4 eCCEs per PRB pair in localized transmission.)

· In normal subframe (normal CP) or special subframe configs 3,4,8 (normal CP) 

· N=8 in following cases. (This corresponds to 2 eCCEs per PRB pair in localized transmission)

· Special subframe configs 1,2,6,7,9 (normal CP)

· Normal subframe (extended CP) and special subframe configs 1,2,3,5,6 (extended CP) 

· Aggregation levels supported for EPDCCH are:

· In normal subframes (normal CP) or special subframe configs 3,4,8 (normal CP), and the available REs in a PRB pair is less than Xthresh, 

· For localised: 2, 4, 8, working assumption 16 subject to feasible search space design
· For distributed: 2, 4, 8, 16, working assumption 32 subject to feasible search space design

· In all other cases:

· For localised: 1, 2, 4, working assumption 8 subject to feasible search space design
· For distributed: 1, 2, 4, 8, working assumption 16 subject to feasible search space design

· Working assumption that Xthresh = 104

Some of the above agreements have been well captured in the CR of 36.213 in [2]. However, some remaining details are still open and yet to be defined. In this contribution, we present our view on the following open topics.

· Whether a localised EPDCCH can be transmitted across more than one PRB pair?

· Aggregation levels and Xthresh
· Maximum number for K?

· How to define the EPDCCH USSS, i.e. how to split the total blind decoding attempts into K configured EPDCCH-PRB sets?
2. Localized EPDCCH with more than one PRB pair
Conceptually, the localized EPDCCH shall be transmitted within one PRB pair to aim at frequency selective scheduling gain. To achieve a good link adaptation flexibility to cope with various channel conditions, a set of aggregation levels for the localized EPDCCH were agreed in RAN1#70 as also given in Section 1 above. As per the agreements, at least two situations are identified to require the localized EPDCCH to be transmitted with more than one PRB pair. The first situation corresponds to the normal subframe or TDD mode with special subframe configuration 3,4, 8 (normal CP), where 4ECCEs per PRB pair are defined. In this situation, if the available REs in a PRB pair are less than Xthresh, at least AL8, which requires two PRB pairs, shall be supported. The second situation refers to those cases where 2 ECCEs per PRB pair are defined. In the second situation, at least AL4, which also requires two PRB pairs, shall be supported. As such, it seems to be necessary to support the localized EPDCCH transmitted with more than one PRB pair. To avoid the excessive configuration as agreed in RAN1#70, the localized EPDCCH spanned over multiple PRB pairs is preferred to be limited to the above high aggregation cases. Moreover, a simple construction rule is envisioned. For example, when the EPDCCH-PRB set is comprised of 4 PRB pairs, a localized EPDCCH with two PRB pairs can be formed by the combinations of (PRB#1, PRB#3) and (PRB#2, PRB#4) to maximize the frequency diversity.      
Proposal 1: The localized EPDCCH is allowed to span over multiple PRB pairs only when the amount of ECCEs in a PRB pair is not sufficient to support the selected aggregation level, and a simple construction rule should be employed.
3. Aggregation levels and Xthresh
The agreements described in Section 1 leave a few aggregation levels as further study. There are four different cases that need to be addressed:

· In normal subframes (normal CP) or special subframe configurations 3,4,8 (normal CP), and the available REs in a PRB pair is less than Xthresh, 

· For localised: 2, 4, 8, working assumption 16 subject to feasible search space design
· For distributed: 2, 4, 8, 16, working assumption 32 subject to feasible search space design

· In all other cases:

· For localised: 1, 2, 4, working assumption 8 subject to feasible search space design
· For distributed: 1, 2, 4, 8, working assumption 16 subject to feasible search space design
Here we note that it is beneficial if we can arrive at a solution that is as similar as possible in all the above mentioned cases. This is mainly for simplicity and also less specification effort. We do not see benefit of supporting different aggregation levels for localized and distributed ECCEs. On the contrary, if the aggregation level set is the same, the search space definitions may be made as similar as possible for the localized and distributed cases. 
Also, if we support 4 aggregation levels we may reuse the PDCCH split of BD candidates to different aggregation levels, namely AL1:6, AL2:6, AL4:2, AL8:2. For the case when the AL set is on higher aggregation levels, we may split the BD candidates as AL2:6, AL4:6, AL8:2, AL16:2. To summarize, we propose:
Proposal 2: 
· The aggregation levels to be supported for localized and distributed EPDCCH in normal subframes (normal CP) or special subframe configurations 3,4,8 (normal CP), and when the available REs in a PRB pair is less than 104 are: 
· AL2 (6 candidates), AL4 (6 candidates), AL8 (2 candidates), AL16 (2 candidates). 
· In all other cases the aggregation levels for localized and distributed EPDCCH are: 
· AL1 (6 candidates), AL2 (6 candidates), AL4 (2 candidates), AL8 (2 candidates). 
· In case there are not enough ECCEs in the EPDCCH set to support a specific aggregation level, the corresponding candidates are removed from the search space.
The Xthresh of 104 is derived in [5] so as to support the EPDCCH based DCI 1A at the aggregation level 1 with a meaningful code rate (~0.8). It is clear that the resulting smallest effective ECCE size of 26 is not able to provide a practical useful code rate for some other DCI formats, namely DCI 2/2A/2B/2C etc. Therefore, we have the following additional proposal:

Proposal 3: UE skips the BD candidate with the effective code rate above a threshold. E.g., code rate of 0.9 can be considered as an option.

4. Dimension of EPDCCH-PRB sets

Let us first discuss the allowed EPDCCH set sizes N in PRB pairs. We note that set size of a single PRB pair does not make too much sense since it would not provide any frequency diversity and therefore would not result in high enough reliability to transmit control information at all. Therefore we propose the smallest N to be 2. On the other hand side, the larger N is allowed, the better frequency diversity is obtained and also the larger aggregation levels may be supported. Here, however, we do not see gain in going over N=8, as this would already provide at least 2 different candidates on the highest aggregation level. Furthermore, there is no gain in additional frequency diversity above 8 PRB pairs. In contrary, if a larger EPDCCH set is allowed, the distributed candidates may be spread over a large number of PRB pairs which then reduces the opportunities for dynamically reusing the EPDCCH PRB pairs for PDSCH transmission. To summarize this we propose:

Proposal 4: The supported EPDCCH set sizes N shall be {2,4,8} PRB pairs.

Regarding the issue of specifying a maximum number of EPDCCH sets to be configured to a single UE, from RAN1#70 we have a related working assumption available, that reads:

· The UE can be configured to monitor both localised and distributed EPDCCH candidates in a given subframe
· If “both” are configured, the total number of USS blind decodes on the carrier is not increased
Considering the combination of the working assumption and the available decisions, it is not just the question if localized and distributed candidates are to be monitored in a subframe, but more generically, if EPDCCH candidates of more than a single EPDCCH set is to be monitored in a single subframe – which can be a combination of one or more localized and distributed EPDCCH sets. 

As long as the number of the total blind decodings is not increased for the UE, the monitoring of candidates of several EPDCCH sets should be not a very big issue for the UE. Therefore we should give the network the ability to optimize its operation. As a consequence, we suggest to confirm the working assumption from RAN1#70 in principle. Moreover, we generalize the formulation with respect to EPDCCH sets instead of localized and distributed EPDCCH candidates as

Proposal 5: The UE can be configured to monitor candidates of multiple EPDCCH sets in a given subframe
·  If more than one EPDCCH set is configured, the total number of USS blind decodes on the carrier is not increased
·  Each EPDCCH set can be either of “localized” or “distributed” type

In order to determine the maximum number K of simultaneously configurable EPDCCH sets per UE we need to consider the total (aggregated) EPDCCH region configurable to the UE so that blocking probability is sufficiently controlled. To this end, we would envision that 3 sets with N_max = 8 already span 24 PRB pairs, which is a comparable number to maximum PDCCH control region overhead in 20 MHz system bandwidth. Going to a larger number would imply that the possible signalling overhead of configuring all the sets increases. As we do not see further any gain in going to more than 3 sets either, we make the following proposal

Proposal 6: Each UE can be configured to have at most K=3 EPDCCH-PRB sets in order to reach sufficient flexibility and to limit the complexity.  
5. EPDCCH search space assignment

In this section, the EPDCCH search space design is investigated in detail. According to the agreements that each EPDCCH-PRB set can be comprised of either localized or distributed EPDCCHs, it is plausible to design two types of SS to take into account their respective characteristics. With the motivation of reducing the control resource overhead, it is further agreed that the localized and distributed EPDCCH-PRB sets can be partially or fully overlapped. With this feature in mind, the localized and distributed SS should also be designed in a friendly coexistence manner. It is noted that the SS design in this contribution is based on the ECCE-EREG mapping presented in the companion paper [3], where the localized and distributed ECCE/EPDCCH to EREG mapping are detailed. 
It is also agreed that each UE can be configured to have one or multiple EPDCCH-PRB sets. As such, we start with the SS design of one EPDCCH-PRB set (K=1) in Sec. 5.1, which is subsequently extended to a general case of SS design with multiple EPDCCH-PRB sets in Sec. 5.2.   
5.1 Search space for a single configured EPDCCH-PRB set 
5.1.1 Localized SS design
It is envisioned that the localized EPDCCH-PRB set, which aims at the frequency selective scheduling gain and beamforming gain, may be configured to a UE in the case of reliable and detailed subband CSI being available at the eNB. The localized SS design should enable UE to achieve these gains with a reasonable probability. In another words, the SS should be designed so as to incorporate multiple candidates at a given aggregation level with different channel conditions to as a large extend as possible, meanwhile the blocking probability of all these candidates from being scheduled should be kept at a relatively low level. To this end, the subsequent design criteria seem to be appropriate.

Observations for localized SS:
· At a given aggregation level, different EPDCCH candidates should be distributed to different PRB pairs, to as a large extend as possible, of the configured EPDCCH-PRB set. 
·  Enable eNB to perform the frequency selective scheduling 

· The multiple BD candidates at a given aggregation level, distributed over different PRB pairs, should overlap with different distributed EPDCCH candidates.

·  Reduce the probability of all the BD candidates being blocked by only a few distributed candidates. 

· The starting point or anchor point of the set of BD candidates at a given aggregation level should be randomly allocated in a similar manner as in Rel.8-10.

·  Reduce the persistent blocking of the BD candidates associated with different UEs.

The Fig. 1 illustrates the ECCE-EREG mapping in case of the EPDCCH-PRB set consisting of 4 PRB pairs, for which the mapping rule is detailed in [3]. Based on the above criteria and mapping in Fig. 1, one example of localized SS is illustrated in Fig. 2. The numbers without any prefix inside each PRB pair of the figures in this contribution indicate the EREG indexes and the colors the ECCEs. The CCH numbering in Fig. 2 is designed so as to achieve optimal balance with respect to fulfilling the design criteria listed in the observations above. Such numbering should be naturally designed also for other values of N (number of PRB pairs per PRB set) and for the case of 8 EREGs per ECCE (2 localized ECCEs per PRB pair).
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Figure 1 ECCE-EREG mapping for the EPDCCH-PRB sets of 4 PRB pairs and 4 ECCEs/PRB pair.
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Figure 2 Localized search space for N = 4 and 4 EREGs per ECCE (4 localized ECCEs per PRB pair)
As shown in Fig. 2, the localized SS is comprised of 4 aggregation levels, and a certain number of BD candidates listed in Proposal 2 are defined in each aggregation level. The EPDCCH-PRB set is partitioned to a different number of control channels (CCH) in different aggregation levels, which are numbered as illustrated in Fig. 2. The BD candidates at a given aggregation level are determined by a starting point of the CCH at a subframe k. In detail, let 
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denotes the CCH index of the first BD candidate at the aggregation level l in the subframe k, then the SS of BD candidates at the aggregation level l in the subframe k is the set defined as follows
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 at the aggregation level l can be obtained in a similar way as in Sec. 9.1.1 of [4] as follows
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With this operation, we can achieve all the design goals mentioned above and reuse already available parts of the specification as possible. To summarize this we propose:
Proposal 7: The starting points of USS for EPDCCH are derived by reusing the mechanism employed in PDCCH.

5.1.2 Distributed SS design
The distributed EPDCCH-PRB set may be configured to a UE when the eNB does not have the reliable and detailed subband CSI of the UE. In addition to the frequency/interference diversity thanks to the distributed transmission, the Per-RE based precoding alternating is employed by the distributed EPDCCH to achieve spatial diversity. To alleviate the blocking probability, the following principles seem to be appropriate for the distributed EPDDCH SS design.

Observations for distributed SS:

· A distributed EPDCCH would overlap with M localized ECCHs per PRB pair, where M = 1 when the aggregation level of the distributed EPDCCH is 1, 2 or 4, and M = 2 when the aggregation level is >4 assuming 4 ECCEs/PRB pair (M=1 for AL=1,2 and M=2 for AL>2 for 2 eCCEs/PRB pair). 
· To avoid blocking many localized EPDCCHs possibly being transmitted in the same PRB pairs.

· The set of BD candidates at a given aggregation level should overlap with different localized ECCEs as much as possible.
· To avoid several distributed BD candidates being blocked by a single localized ECCE.

· The starting point or anchor point of the set of BD candidates at a given aggregation level should be randomly allocated in a similar manner as in Rels.8-10.

·  Reduce the consistent blocking of the BD candidates associated with different UEs.

Based on the above principle and the mapping in Fig. 1, one example of our proposed distributed SS is illustrated in Fig. 3 for the case of EPDCCH-PRB set of 4 PRB pairs and 4 ECCEs per ECCE. As shown in Fig. 3, the distributed SS is comprised of 4 aggregation levels, and a number of BD candidates as proposed in Proposal 2 are defined for each aggregation level. The EPDCCH-PRB set is partitioned to a different number of control channels (CCH) in different aggregation levels, which are numbered as illustrated in Fig. 3. The distributed ECCEs are formed from EREGs as described in [3].
The BD candidates at a given aggregation level are determined by a starting point of the CCH at a subframe k. The starting point and construction of the distributed SS in each aggregation level are obtained by the same method presented for the localized SS in preceding section.  
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Figure 3 Distributed SS example for N=4 and 4 EREGs per ECCE (4 localized ECCEs per PRB pair).

5.2 Search space for multiple configured EPDCCH-PRB sets 

As mentioned above, multiple EPDCCH-PRB sets can be configured to a UE, and each of these EPDCCH-PRB sets can have separate size so that they may have different number of PRB pairs. Furthermore, as discussed in Section 4, these sets may be required to be monitored in the same subframe. It is agreed that the total number of BD attempts are independent of the number of configured EPDCCH-PRB sets and their respective dimensions. Specially, depending on whether UL MIMO is configured or not, 32 or 48 BD attempts will be performed by the UE respectively.
With the above requirement in mind, it is envisioned that two methods can be employed to split the BD attempts into K configured EPDCCH-PRB sets. 
In the first method, the number of blind decoding candidates is first split over the number of configured sets and for each set the sub search spaces are defined, each of which is created by the method given in Sections. 4.1.1 or 4.1.2 depending on whether localized or distributed EPDCCH-PRB set is configured. In this method, the dimension of each sub search space needs to be determined appropriately in the split. 
Another method is to create a single joint SS where the splitting of BDs into K configured EPDCCH-PRB sets is achieved by interleaving the BD candidates from K EPDCCH-PRB sets to form a single sequence 
[image: image13.wmf]l

CCH

of BD candidates at the aggregation level l. In this method, a single starting CCH index at a certain aggregation level is needed to define a SS in a sub frame regardless of the number of sets and whether they are of localized or of distributed type. In this respect, the joint SS construction can in an easier way facilitate a varying number of candidates for different subframes for the individual EPDCCH-PRB sets. Therefore we have the following proposal

Proposal 8: A single search space, instead of several separate sub search spaces, should be defined in the case when multiple EPDCCH-PRB sets are configured for a UE. 
It is preferred that candidates from K EPDCCH-PRB sets are uniformly interleaved taking into account the possibly different EPDCCH set sizes, and the candidates from a certain EPDCCH-PRB set are evenly distributed over the sequence
[image: image14.wmf]l

CCH

.The candidates included in the BD set are then obtained by reading the proper total number of candidates (6 or 2 depending on the aggregation level) from the combined candidate sequence starting from the UE specific starting point defined in equation (2). This way the average number of BD candidates per EPDCCH set will be proportional to the EPDCCH set size and at each subframe the candidates will be distributed to the configured sets. This is a very desirable feature as such and we therefore suggest:
Proposal 9: It is preferred that BD candidates from K EPDCCH-PRB sets are uniformly interleaved, and the BD candidates from a certain EPDCCH-PRB set are evenly distributed over the combined candidate sequence.
Let us know have a look at an example here. Let’s assume we have 3 sets configured, and the sizes of the sets are 2, 4, and 8 PRB pairs. Consider the case of AL 4 and 4 ECCEs per ECCE further. In this case, the sets have then 2, 4, and 8 candidates, respectively. We may then form a matrix or table of CCH numbers of each set such that the number of rows corresponds to the number of sets, i.e. 3, and the number of columns corresponds to the maximum number of candidates, i.e. 8. The CCH numbers of each set are then “upsampled” to a length equal to the number of columns by inserting blank entries in between the CCH numbers. Note that the number of candidates in each set is always a power of two, since N, aggregation level, and #of localized ECCEs per PRB pair are all powers of 2. These upsampled vectors are then written in the matrix as follows:
	set 0:
	CCH0
	x
	x
	X
	CCH1
	x
	x
	x

	set 1:
	CCH0
	x
	CCH1
	X
	CCH2
	x
	CCH3
	x

	set 2:
	CCH0
	CCH1
	CCH2
	CCH3
	CCH4
	CCH5
	CCH6
	CCH7


The common CCH sequence is then formed by reading the matrix column-wise top to down in each column and from left to right. The starting point refers then to the n-th valid entry in the table. As an example, the starting point 5 would refer to 5th candidate, which is CCH1 of set1 in this particular example.

We may generalize the above approach to the following procedure to determine the unified CCH sequence for aggregation level l over K EPDCCH sets, that each have 
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ii) The sequence CCHi of BD candidates is then obtained by reading matrix P top down from each column, starting from the first column, such that the matrix entry denotes the candidate number if it is integer:
i := 1

P := vec(P)

for p := 1 to K*C
if P(p) = floor(P(p))
CCHi := CCHL,ps
i := i+1

end

end

An example of the SS for multiple configured EPDCCH-PRB sets obtained using the above described procedure is shown in Figure 4. Here, a UE is configured with 2 EPDCCH-PRB sets. The 1st EPDCCH-PRB set is comprised of 2 PRB pairs and configured for the localized EPDCCH transmission, and the 2nd EPDCCH-PRB set is comprised of 4 PRB pairs and configured for the distributed EPDCCH transmission. 
This joint SS based method fulfils all the favourable attributes discussed in the previous section, and it generalizes the SS design of the single EPDCCH-PRB set to a unified framework which is applicable to any number of configured EPDCCH-PRB sets where each set may further be of localized or distributed type. As a result, we propose to employ the joint SS based method instead of multiple sub SS based method, as already described in Proposal 8.
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Figure 4: Example search space for the case of two configured EPDCCH-PRB sets, which are comprised of 2 and 4 PRB pairs, respectively.
6. Conclusion
In this contribution, we discuss the remaining details with respect to user specific search space of EPDCCH. Based on the discussions and considerations in this document, we propose that RAN1 considers the following proposals for the search space design for approval:
Proposal 1: The localized EPDCCH is allowed to span over multiple PRB pairs only when the amount of ECCEs in a PRB pair is not sufficient to support the selected aggregation level, and a simple construction rule should be employed.
Proposal 2: 
· The aggregation levels to be supported for localized and distributed EPDCCH in normal subframes (normal CP) or special subframe configurations 3,4,8 (normal CP), and when the available REs in a PRB pair is less than 104 are: 
· AL2 (6 candidates), AL4 (6 candidates), AL8 (2 candidates), AL16 (2 candidates). 
· In all other cases the aggregation levels for localized and distributed EPDCCH are: 
· AL1 (6 candidates), AL2 (6 candidates), AL4 (2 candidates), AL8 (2 candidates). 
· In case there are not enough ECCEs in the EPDCCH set to support a specific aggregation level, the corresponding candidates are removed from the search space.
Proposal 3: UE skips the BD candidate with the effective code rate above a threshold. E.g., code rate of 0.9 can be considered as an option.
Proposal 4: The supported EPDCCH set sizes N shall be {2,4,8} PRB pairs.

Proposal 5: The UE can be configured to monitor candidates of multiple EPDCCH sets in a given subframe
·  If more than one EPDCCH set is configured, the total number of USS blind decodes on the carrier is not increased
·  Each EPDCCH set can be either of “localized” or “distributed” type
Proposal 6: Each UE can be configured to have at most K=3 EPDCCH-PRB sets in order to reach sufficient flexibility and to limit the complexity.

Proposal 7: The starting points of USS for EPDCCH are derived by reusing the mechanism employed in PDCCH.

Proposal 8: A single search space, instead of several separate sub search spaces, should be defined in the case when multiple EPDCCH-PRB sets are configured for a UE. 
Proposal 9: It is preferred that BD candidates from K EPDCCH-PRB sets are uniformly interleaved, and the BD candidates from a certain EPDCCH-PRB set are evenly distributed over the combined candidate sequence.
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