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1. Introduction

Significant progress has been made in RAN1 70 on EPDCCH design [1], such as EREG-to-RE mapping, EPDCCH formats and EPDCCH set definition. With these agreements, the physical layer of EPDCCH becomes much clearer, and it lays the discussion foundation of search space equations. The post RAN1 70 email discussion [70-17] has kicked off the search space equation discussion. The main motivation for [70-17] is trying to align understandings among companies on some of the design principles of search space without tackling the detailed ECCE indexing and search space equations. Based on the comments received during email discussions, it seems some principles are agreeable to majority of companies, such as to design the search space equation for localized EPDCCH to maximize the frequency scheduling gain. This contribution aims to finalize the search space equations for both localized and distributed EPDCCH sets with the detailed EREG/ECCE indexing schemes.
2. UE specific search space for localized EPDCCH candidates in one EPDCCH set
One of the main motivations to introduce localized EPDCCH is to achieve frequency domain scheduling gain. It’s quite natural that the ECCEs are indexed from lowest PRB index to highest PRB index in one localized EPDCCH set. For example if four PRB pairs are configured to carry localized EPDCCH and each PRB pair consists of four localized ECCEs, those 16 ECCEs can be indexed from 0 to 15, as shown in Figure 1. If Rel.10 search space equation is reused, the six blind decoding candidates for aggregation level one are mapped to six contiguous ECCEs. Thus, only two PRB pairs out of the total four PRB pairs will contain EPDCCH candidates. If UE recommends the second PRB pair as the best PRBs pair to send EPDCCH, eNB can’t transmit EPDCCH using that PRB pair because the preferred PRB pairs is not within the search space. In order to fully reap the frequency domain scheduling gain, it’s better to distribute those candidates into all four PRB pairs. In order to achieve this, we can either change the search space equation or design a new logical ECCE indexing scheme [3]. These two methods may lead to different specification changes, although may result in equivalent performance.
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Figure 1, UE specific search space for aggregation level one, reuse the Rel. 10 equation.
Observation 1: Reusing Rel. 10 search space equation assuming the ECCE indexing in Figure 1 cannot fully reap the frequency domain scheduling gain.
Figure 2 illustrates one example to place localized blind decoding candidates among four PRB pairs within one EPDCCH set to maximize the frequency domain scheduling gain. Detailed search space equations for this can be found in Appendix B. Be noted that when total number of blind decoding candidates is greater than the number of PRB pairs, the remaining two candidates are placed in every other PRB pair to further maximize the distance in frequency.
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Figure 2, Blind decoding candidates for localized EPDCCH set
We use system level simulations to quantify the frequency domain scheduling gain improvement by spreading the blind decoding candidates among multiple PRB pairs. We use PUSCH 3-1 CSI reporting mode and frequency domain scheduling. 10 UE/cell and full buffer traffic is considered, thus, the overall control load is medium in this scenario. Each UE’s aggregation level is set by geometry and kept unchanged throughout the simulation. Four PRB pairs are configured for EPDCCH transmission. Each UE is scheduled many times by the PF scheduler in the entire simulation. When one UE is scheduled, one EPDCCH decoding SINR is calculated using EESM PHY abstraction, thus each UE has its own PDF for EPDCCH decoding SINR. The system wide EPDCCH decoding SINR PDF is created by using each UE’s average decoding SINR in the entire simulation. The comparison is shown in Figure 3. It can be seen that in most CDF percentiles roughly 1dB decoding SINR gain can be obtained. More detailed simulation parameters can be found in Table 1.
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Figure 3, Localized EPDCCH decoding SINR, Contiguous Candidates VS. Distributed Candidates
Observation 2: Roughly 1dB average EPDCCH decoding SINR gain can be obtained by spreading the EPDCCH blind decoding candidates among available EPDCCH PRB pairs.
Proposal 1: For localized EPDCCH, EPDCCH blind decoding candidates of one aggregation level are distributed among N PRB pairs of one EPDCCH set according to search space equations in Appendix B.
3. UE specific search space for distributed EPDCCH candidates in one EPDCCH set
For distributed EPDCCH, where frequency domain scheduling gain is not the main design motivation, interference coordination gain inside a common control region can be achieved [4]. Figure 4 illustrates one example on how distributed EPDCCH blind decoding candidates can be placed in one distributed EPDCCH set containing four PRB pairs. In this example, we assume interference is coordinated in the granularity of one localized ECCE. We also assume EREGs of one distributed ECCE are firstly from one localized ECCE until there are no EREGs remaining in the same localized ECCE. This better follows the agreement of “PRB pairs of ePDCCH sets with different logical ePDCCH set indices can be fully overlapped, partially overlapped, or non-overlapping”. Otherwise one aggregation level two distributed EPDCCH transmission can block two localized ECCE in each PRB pair. 
Similar to localized EPDCCH search space equations, it’s better to place available EPDCCH blind decoding candidates across multiple localized ECCEs. Very similar search space equations can be designed for distributed EPDCCH set as localized EPDCCH set.
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Figure 4, blind decoding candidates for distributed EPDCCH
Except for that the EPDCCH set is configured as distributed, other simulation settings and SINR metrics are the same as used in localized search space comparison.
Figure 5 illustrates the CDF of each UE’s average EPDCCH decoding SINR throughout the simulations. Since the CDF for each UE’s 5%-ile EPDCCH decoding SINR shows similar differences between interference randomization and coordination, we don’t plot them in this contribution. It can be seen that interference coordination has 2dB-7dB decoding SINR gain over interference randomization. This is achieved without consuming additional PRB pairs and without increasing PDCCH blocking probability because eNB implements the coordination as preference not hard limitation. In the email discussion [70-17], several companies raised the concern whether the overall interference coordination effect still exists if UERS can’t be coordinated. We tested in link level simulations by keeping high SINR such as 10dB for the data RE and start to degrade the SINR on UERS from 10dB to -3dB, and we only observe the link BLER degrading for 0.3dB at -3dB UERS SINR. It indicates that the overall interference coordination effect is still preserved to a large extent, even with the overlapped UERS. On the other hand, the inter-subcarrier leakage caused by frequency error is very small with the tight synchronization requirement (100Hz for 2GHz Macro eNB) [5]. And it also equally impact on PRB level ICIC for EPDCCH/PDSCH. 
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Figure 5, Distributed EPDCCH decoding SINR, interference randomization VS. interference coordination
Based on the simulation results we have below proposals:
Proposal 2: For distributed EPDCCH if one candidate has more than one EREG in one PRB pair, EREGs from the same localized ECCE should be used before EREGs from different localized ECCEs
Proposal 3: Different EPDCCH blind decoding candidates of one aggregation level are mapped to different localized ECCEs according to search space equations in Appendix B
Proposal 4: The interference can be coordinated with localized ECCE granularity among neighbouring cells
4. Multiple EPDCCH sets
When UE is configured with multiple EPDCCH sets, how total blind decoding candidates are split among multiple sets is still FFS. 
From control channel load balance’s point of view, PRB pair configuration already implicitly balances the control load among multiple EPDCCH PRB sets. Since ECCEs of each EPDCCH set are individually indexed, UE can simply apply the search space equation to different EPDCCH set. Since the starting candidate 
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 is solely dependent on UE’s RNTI and subframe index, UE would have to use the same starting candidate index for multiple EPDCCH sets. For some configuration, this can cause suboptimal performance. For example if UE is configured with two localized EPDCCH sets and the first set contains PRB pair {0, 12, 24, 36} and the second set contains PRB pair {1, 13, 25, 37}. Having the same 
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 for two sets would map EPDCCH blind decoding candidates to PRBs which are close to each other. Thus it’s better to introduce a set specific blind decoding candidates offset.
Another issue to have set specific search space is the number of blind decoding candidates per set. This can be either RRC configured or simply determined by number of PRB pairs one set contains compared with total number of PRB pairs multiple sets contain. For example if UE is configured with 2 sets and each has 4 PRB pairs, then each set has half of the overall blind decoding candidates.
Proposal 5: Number of blind decoding candidates per set is implicitly determined by number of PRB pairs per set according to Appendix B.
Proposal 6: The starting blind decoding index 
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 has a set specific offset according to Appendix B.
5. Overlapped EPDCCH sets
When UE is configured with multiple EPDCCH sets with overlapped PRB pairs and each set has different localized/distributed attribute, there is a new problem of EREG level blocking between localized and distributed candidates. Proposal 3 can alleviate this blocking by having multiple distributed candidates blocking different localized ECCEs. It’s possible that this blocking maybe further alleviated by refining the search space equation of localized transmission. However, this may potentially lead to different search space equation between localized and distributed transmission. If the benefits can be proven, we can consider this further optimization, otherwise a single search space equation is preferred.
6. Conclusion
In this contribution we provide our views on the remaining issues with regard to UE specific search space. Based on our simulation and analysis, we have below proposals:
Proposal 1: For localized EPDCCH, EPDCCH blind decoding candidates of one aggregation level are distributed among N PRB pairs of one EPDCCH set according to search space equations in Appendix B.
Proposal 2: For distributed EPDCCH if one candidate has more than one EREG in one PRB pair, EREGs from the same localized ECCE should be used before EREGs from different localized ECCEs.
Proposal 3: Different EPDCCH blind decoding candidates of one aggregation level are mapped to different localized ECCEs according to search space equations in Appendix B.
Proposal 4: The interference can be coordinated with localized ECCE granularity among neighbouring cells

Proposal 5: Number of blind decoding candidates per set is implicitly determined by number of PRB pairs per set according to Appendix B.
Proposal 6: The starting blind decoding index 
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 has a set specific offset according to Appendix B.
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8. Appendix A
Table 1 SLS Simulation Assumptions 
	Parameter
	Value

	Duplex mode and bandwidth
	FDD, 10 MHz

	Cellular Layout
	57 Macro cell

	Total Users in the system
	10 * 57

	Downlink transmission scheme
	SU MIMO with rank adaptation

	Traffic Model
	Full buffer

	Downlink scheduler
	Proportional Fair

	DMRS modelling
	Ideal

	CSI-RS modelling
	No

	CSI reporting mode
	PUSCH 3-1

	Total number of RB in one SF
	50

	HARQ
	CC non-adaptive synchronous

	MIMO receiver type
	MMSE option 1 in CoMP evaluations

	Antenna configuration
	4 Tx at eNB, 2Rx at UE, ULA

	Control overhead
	0 OFDM symbol for legacy control 
24 UERS REs

	Channel model
	3GPP case 1

	Physical layer abstraction
	EESM

	PDSCH Inter cell interference modelling
	Realistic

	EPDCCH PRB pairs
	PRB 0, 12, 24, 36

	EPDCCH interference modelling
	Realistic on each RE

	EPDCCH PHY abstraction
	EESM

	EPDCCH transmission scheme
	closed loop beamforming for localized EPDCCH
random beamforming for distributed EPDCCH

	EPDCCH aggregation level
	Configure using UE geometry and unchanged over the whole simulations

	EPDCCH search space equation
	Rel. 10 search space equation
Refined equation in Appendix B


9. Appendix B
The original search space equation in 36.213 V10.5.0 is recapped as below:
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is the intra-candidate CCE index.
The refined search space equation can be defined as below:
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If 
[image: image32.wmf]4

=

N

 and 
[image: image33.wmf]4

,

=

k

p

N

, or 
[image: image34.wmf]2

=

N

 and 
[image: image35.wmf]8

,

=

k

p

N

, the ECCE 
[image: image36.wmf]1

0

,

,

ECCE

,

,

ECCE

-

£

£

k

p

k

p

N

n

 is mapped to EREG index 
[image: image37.wmf](

)

ë

û

k

p

k

p

k

p

k

p

N

n

N

N

n

,

,

,

ECCE

,

,

,

ECCE

mod

+

´

 in all 
[image: image38.wmf]k

p

N

,

 PRB pairs. 
[image: image39.wmf]1

=

D

 in this case.
If 
[image: image40.wmf]4

=

N

 and 
[image: image41.wmf]2

,

=

k

p

N

, or 
[image: image42.wmf]2

=

N

 and 
[image: image43.wmf]4

,

=

k

p

N

, the ECCE 
[image: image44.wmf]1

0

,

,

ECCE

,

,

ECCE

-

£

£

k

p

k

p

N

n

 is mapped to EREG index 
[image: image45.wmf](

)

ë

û

k

p

k

p

k

p

k

p

N

n

N

N

n

,

,

,

ECCE

,

,

,

ECCE

2

mod

+

´

´

 and 
[image: image46.wmf](

)

ë

û

N

N

n

N

N

n

k

p

k

p

k

p

k

p

+

+

´

´

,

,

,

ECCE

,

,

,

ECCE

2

mod

 in all 
[image: image47.wmf]k

p

N

,

 PRB pairs. 
[image: image48.wmf]2

=

D

 in this case.

[image: image49.wmf]D

N

N

:

¢


The set specific blind decoding candidate offset can be written as 
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 is total number EPDCCH sets one UE is configured with.
For both localized and distributed EPDCCH-PRB-set, the search space equation can be changed to (2) (3) (4) below:
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