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1. Introduction

In RAN1#69, the following agreement and wayforward were made on the RE mapping of ePDCCH:

Agreement:

· At least for USS, a RE that collides with any other signal is not used for ePDCCH

· Coding chain rate-matching is used around:


· CRS 

· New antenna port on NCT

· Region up to the PDSCH starting position

· PBCH and PSS/SSS if ePDCCH transmission in these PRB pairs is supported 

· Around ZP and NZP CSI-RS configured for the UE receiving ePDCCH:

· Working assumption that coding-chain rate matching is used
· FFS whether anything needs to be specified in relation to PRS 

· At least for distributed transmission, the 144 REs for normal CP in a PRB pair in a normal subframe (not counting the 24 DMRS REs) are divided into one of {8,12,16,24 or 36} equal-sized non-overlapping resource element groups (eREG)

· Detailed design of the eREG mappings are FFS

· An eCCE is formed by grouping of multiple eREGs 

· An eCCE groups eREGs located in multiple PRB-pairs

· For localized transmission, an eCCE is transmitted in one PRB-pair 

· FFS whether an eCCE for localized transmission is formed by grouping multiple eREGs

· The number of eCCEs within a PRB pair in a normal subframe is FFS between:

· 2 or 4 depending on overhead of other signals, and 

· 3 or 4 depending on overhead of other signals, and 

· 4 in at least the PRB pairs that do not contain PBCH/PSS/SSS

· The number of eCCEs in a PRB pair in a special subframe is FFS from 1 or 2 of {2,3,4} (FFS)

· FFS whether different special subframe configurations can have different value(s) 

· FFS whether ePDCCH can be transmitted in PRB pairs in which:

· PBCH is transmitted

· PSS/SSS is transmitted

· PSS/SSS collide with DMRS
Way forward until RAN1#70:

· Aim to include the possibility to multiplex (from eNB perspective) localized and distributed ePDCCHs in the same PRB pair in the ePDCCH design (search space, antenna port mapping, eREG) if possible without unacceptable adverse impacts. 

· FFS from UE perspective whether a UE can be configured to monitor both localised and distributed candidates in the same PRB pair. 

In this contribution, we share our views on the definition of eREG and eCCE and the associated RE mapping for both distributed and localized ePDCCH.
2. Discussion 
2.1 eREG/eCCE definition
The Rel-8/9/10 PDCCH consists of two-level structure - CCE and REG. REG is formed by 4 REs and is the minimum resource unit for legacy PDCCH. The REGs are permutated according to the subblock interleaver before mapping to resource to achieve frequency diversity gain. On the other hand, the blind decoding candidates and aggregation levels of PDCCH are based on the CCE which consists of 9 REGs.
Considering the design of ePDCCH, it is intuitive and reasonable to reuse the similar concept. In RAN1#69, it is agreed that the REs in one PRB pair are divided into one of {8, 12, 16, 24 or 36} eREGs and the number of eCCEs within a PRB pair in a normal subframe is FFS between: {2, 4}, {3, 4} or {4}. These issues are discussed as follows.
2.1.1 Number of eCCEs within a PRB pair
Considering that localised and distributed ePDCCH are possibly multiplexed within the same PRB pair, therefore it is reasonable to have a unified design where an eCCE for localized transmission to be formed by grouping multiple eREGs. As a result, among all design details to be determined, the number of eCCEs within a PRB pair should have top priority because it affects both the number of eREGs within a PRB pair and the sets of aggregation levels. There are 3 alternative based on the agreement from RAN1 #69.

Alt.1: 2 or 4 eCCEs depending on overhead of other signals
Alt.2: 3 or 4 eCCEs depending on overhead of other signals
Alt.3: 4 eCCEs in at least the PRB pairs that do not contain PBCH/PSS/SSS
Based on the discussion in previous RAN1 meetings, the common understanding is that if we want to fix something, we still have to make another thing variable to meet the stable ePDCCH performance requirement. For example, if number of eCCEs within a PRB pair is fixed, the sets of ALs should be variable (e.g. having new AL set - {2, 4, 8, 12} eCCEs). If the set of ALs is fixed (reuse {1, 2, 4, 8} CCE), the number of eCCEs within a PRB pair should be variable. 
Actually, we think that new aggregation level is inevitable no matter variable eCCE number within a PRB pair is supported or not. The reason is as follows. First, it is noted that the variation of eCCE number cannot depend on UE-specific signals like NZP and ZP CSI-RS. It is because UEs can easily have different understanding among reservation of these UE-specific signals from each other. Therefore, UE may misunderstand the number of eCCEs within a PRB pair and fail to decode ePDCCH. It is noted that this problem is different from the misunderstanding of symbol-level coding chain rate-matching among UE-specific signals which can possibly be solved by eNB implementation (eNB knows UE understanding about CSI-RS and can apply puncturing which is transparent to UE). As a result, the possible variation of up to 40 REs (if all ten CSI-RS configurations are configured) cannot be used to select number of eCCEs in one PRB pair. Therefore, new aggregation levels should be introduced to compensate this gap by any means. UE can choose aggregation levels like {2, 4, 8, 16} instead of {1, 2, 4, 8} in this case.
Proposal 1: New aggregation levels (e.g. 16) should be introduced no matter the number of eCCEs within a PRB pair is fixed or not.
Because it seems that new aggregation levels should be introduced by any means, Alt.1 becomes unattractive for that 4 eCCEs with {2, 4, 8, 16} ALs has the same resolution as 2 eCCEs with {1, 2, 4, 8} ALs. Among Alt.2 and Alt.3, considering the worst case where a UE is configured for all possible CSI-RS configurations, 4 legacy PDCCH symbols, 4 CRS ports, the average number of REs in one eCCE is shown as follows.
	Number of eCCE within a PRB pair
	2
	3
	4

	Avearge number of REs in one eCCE
	20
	13
	10


It is obvious that even with aggregation levels {2, 4, 8, 12}, with fixed 4 eCCEs per PRB pair, the number of REs within the minimum scheduling unit is 20 which is far smaller than legacy one with 36 REs. Alt.2 seems to provide better flexibility and finer granularity compared to Alt.3. The variation of number of eCCE within a PRB pair depends on other non-UE specific signals. The same antenna port mapping for 4 eCCE case can be directy resused (AP 10 can be configured for additional usage). The problem of possibly wasted resource (e.g. AL 4 cannot be allocated in the same PRB pair) can be solved by different aggregation levels or appropriate search space design (e.g. multiplexing of distributed and localised ePDCCH).
Proposal 2: The number of eCCE within a PRB pair is 3 or 4 depending on overhead of other non-UE specific signals.
2.1.2 Number of eREGs within an eCCE
The main motivation of eREG is to make sure good frequency diversity order even with aggregation level 1. A link simulation is done to evaluate the performance for aggregation level 1 under different number of eREGs within an eCCE.The number of eREG in an eCCE equals to the frequency diversity order of the distributed ePDCCH in thissimulation. For the size of eCCE will not be fixed and depend on other configurations, 36 REs which equals legacy CCE size is assumed for simplicity. The detailed simulation assumptions are listed in Appendix.
The simulation result is illustrated in Fig.1. It can be observed that frequency diversity order of 4 or 6 brings 3~4 dB gain over frequency diversity order one. More than 9 eREGs within an eCCE seems to provide only marginal gain and have strict constraints on the reusage of ePDCCH by PDSCH. As a result, 4 or 6 eREGs within an eCCE is recommended.
Observation: 4 or 6 eREG in an eCCE can provide 3~4 dB gain on the distributed ePDCCH performance with aggregation level 1.
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Figure 1. Performance of distributed ePDCCH under different aggregation level
If the number of eCCEs within a PRB pair is 3 or 4 depending on other signals, the total number of eREGs within a PRB pair should be multiple of 3 and 4 (therefore should be multiple of 12). On the other hand, if there are fixed 4 eCCEs in a PRB pair, the total number of eREGs within a PRB pair should at least be multiple of 4. From the link simulation results above, it is recommended to have 4 or 6 eREGs in an eCCE. Therefore, we think 24 eREGs in a PRB pair will better choice for provide better flexibility to support 3 eCCEs within a PRB and 3~4 dB gains for aggregation 1 distributed ePDCCH.
In this contributition, we share an example to define 24 eREGs in a PRB pair. The eREG is constructed with one subcarrier granularity and one eREG consists of six or seven contiguous OFDM symbols (six for extended CP and seven for normal CP). The eREG starts from the first symbol of the time slot and ends at the last symbol of the time slot as depicted in Fig.2.
This eREG definition has several benefits. We can have similar design for both normal CP and extended CP. It is suitable for random beamforming which is agreed to be the spatial diversity scheme of ePDCCH. Moreover, this eREG definition can be easily combined with the eCCE definition where each eCCE consists of several contiguous subcarriers in logical domain. Considering that there are at most 4 eCCEs in a PRB pair, at least 6 eREGs can be ensured in an eCCE and frequency diversity gain can be easily achieved. It is noted that 24 DM-RS REs are not precluded for the eREG mapping. Considering the possibility that a DCI message hvae all available REs (e.g. aggregation level 4) and whether all DM-RS ports will be used for distributed ePDCCH is still unclear, we think it is reasonable to have DM-RS REs be included in eREG mapping.
Proposal 3: The number of eREGs within a PRB pair is 24.
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Figure 2. An example of eREG definition in a PRB pair
2.1.3 eCCE definition
From the eREG definition mentioned above, we propose to have eCCE consists of several eREGs for both localised and distributed ePDCCH as in Fig.3. It is noted that the eCCE is defined in logical domain and the exact mapping to physical resources is discussed in the following section. As mentioned above, we slightly prefer that the number of eCCEs in each subframe can be dynamically adjusted according to overhead of other non-UE specific signals to maintain similar eCCE size. There can be 3 or 4 eCCEs in a PRB pair with 8 or 6 eREGs in one eCCE.
Proposal 4: An eCCE consists of several eREGs for both localized and distributed ePDCCH. The number of eREGs in an eCCE can be 6 or 8.
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Figure 3. An example of eCCE definition 

2.2 RE Mapping for ePDCCH

It is noted that distributed and localised ePDCCH target on different goals while the former utilizes diversity gain and the latter focuses on beamforming gain. Distributed ePDCCH and localised ePDCCH should have different RE mapping from logical domain to physical domain. Nevertheless, in RAN1 #69 it is concluded to aim to include the possibility to multiplex (from eNB perspective) localized and distributed ePDCCHs in the same PRB pair. Therefore, the RE mapping for ePDCCH should consider this possibility as well. We first discuss the RE mapping of localised ePDCCH and then try to include the possibility with distributed ePDCCH in the same PRB pair.
Considering the RE mapping for localized EPDCCH, one eCCE is grouped by the eREGs within the same PRB pair but can be grouped by either localised eREGs or distributed eREGs. Localised mapping directly assign one eCCE with a group of localised eREGs as in Fig.5 (a). Distributed mapping has eREGs of one eCCE uniformly distributed in the PRB pair to have similar channel estimation for each eCCE. One example is illustrated in Fig.5 (b).
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(a) Localized mapping                           (b) Distributed mapping

Figure 4. Examples of RE mapping for localised ePDCCH

It can be expected that distributed mapping can have similar channel estimation for each eCCE while localised mapping may have quite different channel estimation performance for each eCCE. We can also note that the eCCE size may be unequal for localised mapping while similar eCCE sizes are expected for distributed mapping. As a result, distributed mapping seems to be better choice to make each eCCE has equal performance.
Proposal5: For localized scheme, one eCCE is grouped by distributed eREGs within the same PRB pair.
For distributed ePDCCH, the eREG-level subblock interleaver can be used similarly as REG-level subblock interleaver for PDCCH RE mapping. A distributed DCI message can be first assigned to a group of localised eREGs in logical domain and the mapping from logical domain to physical domain uses the subblock interleaver. It is noted that the subblock interleaving depth can be the whole PRB pairs (or eCCEs) assigned for distributed EPDCCH if ePCFICH is supported or just several eCCE for better resource reusage by PDSCH. In this contribution, we propose to let eREGs in the first time slot be permutated through a sub-block interleaver. The eREGs in the second time slot should also be permutated through the sub-block interleaver but with a cyclic shift on frequency after the interleaving. The cyclic shift targets on providing higher frequency diversity order for even aggregation level 1. A different subblock interleaver for the eREGs in the second time slot can also be considered. After the permutation and shift, the eREGs are directly assgined to the appropriate eCCEs which belong to distributed EPDCCH. The assignment is based on eCCE level to include the possibility of multiplexing localised and distributed ePDCCH in the same PRB pair. The number of assigned eCCEs used for interleaving in one PRB pair for one distributed DCI messages may be one or two as mentioned in our another contribution [1]. The block diagram of RE mapping is depicted in Fig.5.
Proposal6: For distributed scheme, eREGs are first interleaved by an eREG-level subblock interleaver before be assigned to the configured eCCEs.
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Figure 5. An example of RE mapping for distributed ePDCCH

3. Conclusions

In this contribution, the eREG/eCCE definition and the RE mapping for ePDCCH are discussed. We propose to:
Proposal 1: New aggregation levels (e.g. 16) should be introduced no matter the number of eCCEs within a PRB pair is fixed or not.

Proposal 2: The number of eCCE within a PRB pair is 3 or 4 depending on overhead of other non-UE specific signals.

Proposal 3: The number of eREGs within a PRB pair is 24.
Proposal 4: An eCCE consists of several eREGs for both localized and distributed ePDCCH. The number of eREGs in an eCCE can be 6 or 8.
Proposal5: For localized scheme, one eCCE is grouped by distributed eREGs within the same PRB pair.

Proposal6: For distributed scheme, eREGs are first interleaved by an eREG-level subblock interleaver before be assigned to the configured eCCEs.
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Appendix
Table 1. Link level simulation assumptions

	System bandwith
	10 MHz

	DCI payload size
	42 bits

	Number of CRC bits
	16 bits

	Channel model
	SCME urban macro with low angular spread

	UE velocity
	3 km/hr

	eCCE aggregation level
	1 (36 symbols)

	# of eREGs in an eCCE

(eREG size)
	1, 2, 3, 4, 6, 9

(36, 18, 12, 6, 4 REs)

	Tx and Rx antenna configuration
	2X2

	Diversity scheme
	Cyclic precoding

	Precoding codebook
	Rel-10 codebook

	Channel estimation
	2D-MMSE on antenna port 7 

	Number of legacy PDCCH symbol
	2
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