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1. Introduction

HS-DPCCH design has been discussed during the past meetings, and it has been agreed to reuse the existing HARQ-ACK codebook of Rel-7 for single carrier, however the CQI/RI/PCI encoding is still an open issue.
At last meeting, RAN1 made agreements as below [1],

	· Define a single new CQI reporting format for up to 4 layers (at least for 4 layer capable UEs)

· Rank restriction for some reports  FFS

Further discussion needed on:

· CQI/RI/PCI encoding:

· Time multiplexed PCI, Implicit RI

· CQI/RI/PCI in one subframe 

· Minimum reporting period


In this contribution, we further discuss on the CQI/RI/PCI encoding design. 
2. Discussion
2.1 Design options for CQI/RI/PCI
There are generally 2 design options for 4-branch MIMO of single carrier.
· Option 1: Time multiplexed PCI, implicit RI. 
· PCI bits are distributed in two adjacent TTIs. Please find the detail in [5].
· Rank information is implicitly indicated by the combination of CQI values of the two adjacent TTIs.
· The minimum feedback cycle is 4ms.
· Option 2: CQI/RI/PCI in one subframe.
· The number of information bits in each TTI may be at most 14 (CQI 8bits + RI 2bits + PCI 4bits), however there are ways to reduce the total number of bits to 13 or less. Details on various design approaches can be found in [2], [3], and [4]. 
· The minimum feedback cycle is 2ms.
The advantages/disadvantages of TDM versus CQI/RI/PCI in one frame (also called joint coding design) have been discussed at the last meeting [3], and added to Appendix A for the convenience of the reader. 
We propose to use joint coding design, as we see it is more compatible with the legacy CQI design and can be easily extended to DC- and 4C-HSDPA with 4-branch MIMO; and it seems straightforward to introduce block coding with more than 10 bits as we can reuse the existing coding in LTE TS36212. On the other hand, the TDM design may have some disadvantages like throughput performance degradation or more power consumption, and specification impact. 
Comparison of power consumption between option 1 and option 2
Option 1 mentioned in [5] requires at least 2 TTI to feedback a whole CQI/RI/PCI, each with 10 bits; and for option 2, we can feedback CQI/RI/PCI in one TTI with no more than 13 bits. Figure 1 shows the error detection performance of (20, 10) and (20, 13) block coding specified in TS25.212 and TS36.212, respectively. It can be observed that, the (20, 10) coding requires 1.8 dB less power to (20, 13) coding, and it is easy to deduce that double (20, 10) coding requires (3-1.8) = 1.2 dB more power than (20, 13) coding. Hence, joint coding is more efficient and will be helpful for UL coverage. 
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Figure 1 performance comparison of (20, 10) in [6] and (20, 13) in [7]
Based on the analysis above, we have the proposal below. 
Proposal 1: UE transmits CQI/RI/PCI in one subframe.

2.2 CQI/RI/PCI design
For up-to-4-layer-transmission, generally we need to add another 2 bits for RI and 4 bits for PCI, and consequently the total number increases to 14. As the existing LTE block coding supports up to 13 bits as input, it is necessary to reduce the total number of bits if we want to reuse the existing LTE coding. One possible method to reduce the total number of bits is compressing RI/PCI and/or CQI. 

In this contribution, we discuss a design with 8 bits CQI + 5 bits PCI/RI.
The joint encoding of RI with PCI can be done as follows: 
If CQI value <31, rank=1; otherwise the rank can be 2, 3, or 4, and the exact rank value is specified by the PCI value, as shown in Table 1.

Table 1 Relation of RI, CQI and PCI
	RI(implicit)
	1
	2
	3
	4

	CQI(8bits)
	[0, 30]
	[31, 255]

	PCI (5bits)
	[0, 15]
	[0, N1)
	[N1, N2)
	[N2, N3)


· N1,N2, and N3 are design parameters.
· Each index of selected pre-coding matrix from LTE Rel-8 TS36.211 for a specific rank will be mapped to a unique PCI value. The NodeB identifies the pre-coding matrix by both PCI and CQI values.
CQI 
We re-interpret CQI as below, assuming that the size of CQI table in TS25.214 would not be modified. (The term “transport block” in CQI definition in TS25.214 is replaced by “codeword”)
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Rank is 1 when CQI indicates “1 codeword is prefered by the UE”, otherwise the rank is larger than 1, and should be specified by additional RI information. By re-interpreting the definition of CQI for transport block to CQI for codeword, the number of CQI bits can still be 8. Also, this has no essential impact on early releases. 
RI/PCI

Generally we need 6 bits to indicate RI/PCI, but it is possible to compress RI/PCI to 5bits or less if we also take into consideration the CQI value. Two possible options are considered below.
· Option 2.1 CQI/RI/PCI supporting ranks {1,2,3,4} 

· Joint code RI with PCI, where the size of pre-coding matrices for rank-3 and rank-4 is reduced, the RI is implicitly indicated both by CQI and PCI values, e.g. the relation of RI, CQI and PCI are shown in Table 2.
Table 2 Relation of RI, CQI and PCI with specified parameters
	RI (implicit)
	1
	2
	3
	4

	CQI (8bits)
	[0, 30]
	[31, 255]

	PCI (5bits)
	[0, 15]
	[0, 15]
	[16, 26]
	[27, 31]


Notes:

· How to select the pre-coding matrices is shown in Table 6 in the Appendix. The performance loss due to the restriction of pre-coding matrices is simulated, and the loss seems to be negligible.

· How to map the index of pre-coding matrices into PCI values: 

a) The 16 matrices of rank-1 are mapped to 0-15

b) The 16 matrices of rank-2 are mapped to 0-15

c) The 11 matrices of rank-3 are mapped to 16-26
d) The 5 matrices of rank-4 are mapped to 27-31
· How does NodeB identify the rank and pre-coding matrix selected by UE?

a) If CQI value <31, rank=1; otherwise the rank is 2, 3, or 4, and the exact rank value is specified by PCI value 

b) By rank value and PCI value, NodeB can identify the selected pre-coding matrix.

· Higher layer or PHY layer signalling indicates which rank set should be supported by the current CQI/RI/PCI, e.g. by introduction parameters such as N_typeC_UpToRank4, N_typeC_UpToRank3, N_typeC_UpToRank2 and M_typeC (or N_typeC_UpToRank1), and the pattern is specified below,

a) Assume the new CQI type named Type C, 
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· Option 2.2 CQI/RI/PCI supporting ranks {1,2,3}, {1,2,4} or {1,3,4}
· The size of RI, instead of the size of pre-coder, is compressed.
· For CQI/RI/PCI supporting ranks {1,x,y}, where x and y are two different values out of {2,3,4}. If CQI value <31, rank=1; otherwise the rank is x or y, and the exact rank value is specified by PCI value. E.g. for CQI/RI/PCI supporting ranks {1, 3, 4}: If CQI<31, then rank=1; else if PCI<16, rank=3; otherwise rank=4.
Table 3 The relation of RI, CQI and PCI, x and y are two different values out of {2,3,4}
	RI(implicit)
	1
	x
	y

	CQI(8bits)
	[0, 30]
	[31, 255]

	PCI(5bits)
	[0, 15]
	[0, 15]
	[16, 31]


Notes: 

· The network can decide which rank sets should be supported by UE. If NodeB wants to schedule up to 4 TBs, one of the rank sets {1,2,4} or {1,3,4} should be supported by UE. For example, the network can set the UE to support rank sets {1,2,3} and {1,3,4}, as they cover rank values 1 to 4. 
· Higher layer or PHY layer signalling indicates which rank set should be supported by the current CQI/RI/PCI, e.g. by the introduction of parameters such as N_typeC_UpToRank4, N_typeC_UpToRank3, N_typeC_UpToRank2 and M_typeC (or N_typeC_UpToRank1), and the pattern is specified below,
a) Assume the new CQI type named as Type C; 

b) In the time UE transmits CQI up to rank 4, it interprets the variable {x,y} as {3,4} for instance; in other cases, it interprets the variable {x,y} as {2,3}.
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· How to map the index of pre-coding matrices into PCI values: 

a) The 16 matrices of rank-1 are mapped to 0-15;
b) The 16 matrices of rank-x are mapped to 0-15, where x is a specified value in the TTI transmitting CQI/RI/PCI;
c) The 16 matrices of rank-y are mapped to 16-30, where y is a specified value in the TTI transmitting CQI/RI/PCI.
· How does NodeB identify the rank and pre-coding matrix selected by UE?

a) If CQI value <31, rank=1; otherwise the rank is 2, 3, or 4, and the exact rank value is specified by PCI value. If PCI<16, then the reported rank is x, otherwise it is y; where x and y are specified values in any TTI NodeB receives CQI/RI/PCI. If the corresponding TTI supports up-to-rank-4 CQI report, {x, y}={3,4}, otherwise {x, y}={2,3}.
b) By rank value and PCI value, NodeB can identify the selected pre-coding matrix.

Proposal 2: Joint coding of CQI/RI/PCI, with RI implicitly specified by CQI and PCI value, and by the CQI type associated to the transmitted TTI.
Proposal 3: The feedback rank set in CQI/RI/PCI is controlled by the network. 

3. Conclusion
In this contribution, we further discuss the design of CQI/RI/PCI for 4-branch MIMO. It was found that joint coding have more advantages than TDM coding. We have provide the complete design options for the joint coding solution. 
Proposal 1: UE transmits CQI/RI/PCI in one subframe.
Proposal 2: Joint coding of CQI/RI/PCI, with RI implicitly specified by CQI and PCI value, and by the CQI type associated to the transmitted TTI.
Proposal 3: The feedback rank set in CQI/RI/PCI is controlled by the network.
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Appendix A
Table 4 advantages and disadvantages of TDM and joint coding
	
	Option 1
	Joint coding

	Advantages
	· Reuse the block coding of TS25.212, as the total bits is no more than 10.
	· The minimum cycle of CQI for 4-branch MIMO can be kept the same as 2x2MIMO.

· The timing of transmitting CQI and the procedure of repetition operation are kept unchanged, the function of both NodeB and UE of legacy release can be reused.

	Disadvantages
	· Increase the CQI feedback Cycle. When 4-branch MIMO is combined with MC-HSDPA, the cycle would be much larger. The delay of CQI/PCI will of course impact the DL throughput performance.
· The timing of CQI and PCI may be modified, the description and formula of calculation of transmitting time require modification, as the CQI/PCI is transmitted over 2 TTIs.
· The operation of repetition should also be considered whether to repeat the whole 2 TTI or repeat per half part,i.e. repeat part 1 first and then part 2. Obviously, some function of getting CQI/RI/PCI at UE require modification.
	· Introduction of block coding support more than 10 bits source. But note that LTE specification existes a block coding that support up to 13 bits, and we can borrow it without any extra effort to find a new coding.


Appendix B
Here, we propose a simple way to eliminate some precoders for rank 4. Assume 
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 is one of the precoder matrices shown in Table 6. It is remarked that if there exists another precoder 
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 in the precoder set, composed of permuted and phase shifted columns of 
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, it will yield the same data rate. To find out which matrices provide the same rate, we can decompose each constant modulus unitary matrix 
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 and Us is a unitary matrix with the following form
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using the decomposition, we group all precoding matrices whose corresponding 
[image: image15.wmf]s
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matrices are obtained from each other by column permutations. Table 5 marks such precoder indices with by the same colour. Five groups are recognized in this table, i.e., {0,2,8,10}, {1,3,9,11},{4,6},{5,7}, and {12,13,14,15}. Group members are equivalent from the throughput point of view, and hence choosing only one member from each group would not degrade the performance for rank-4. For rank-3 such a grouping is not possible. Therefore, there is some loss if some pre-coding matrices are excluded. Through simulations, we find a good combination for rank-3, shown in Table 6.
Table 5 illustration of groups of pre-coding matrices for rank 4, same color same group.
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Table 6 Illustration of selected pre-coding matrices,(selected matrices in yellow)
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To confirm the performance loss due to the restriction of pre-coding matrices, we did simulations with the assumptions listed in Table 7. Results are shown in Figure 2 to 4. It is observed that there is no obvious performance loss by reducing the size of the pre-coding matrices based on Table 6.
Table 7: Link Level Simulation Assumptions
	Parameter
	Value

	P-CPICH_Ec/Ior
	-10dB

	S-CPICH1 Ec/Ior
	-13dB

	S-CPICH2 Ec/Ior
	-13dB

	S-CPICH3 Ec/Ior
	-13dB

	P-CCPCH_Ec/Ior
	-12dB

	SCH_Ec/Ior
	-12dB

	PICH_Ec/Ior
	-15dB

	HS-SCCH_Ec/Ior
	-12dB

	HS-PDSCH_Ec/Ior
	-2.7dB

	OCNS
	Necessary power so that total transmit power spectral density of Node B (Ior) adds to one

	Spreading factor for

HS-PDSCH
	16

	NodeB Power Balancing Network
	To be specified

	Modulation
	QPSK, 16-QAM, 64QAM

	TBS
	Variable

	Number of Transport Blocks
	4

	HSDPA Scheduling Algorithm
	CQI based

	Geometry
	[0 5 10 15 20 25]dB

	CQI Feedback Cycle
	1 TTI

	CQI feedback error
	0 %

	HS-DPCCH ACK/NACK feedback error
	0 %

	Maximum number of HS-DSCH codes
	15

	Number of HARQ Processes
	6

	Maximum Number of H-ARQ Transmissions
	4

	HARQ Combining
	Incremental Redundancy

	Redundancy and constellation version coding sequence
	{0,3,2,1} for QPSK

and 16-QAM 
{6,2,1,5} for 64 QAM

	Target Number of H-ARQ Transmissions
	1

	Residual BLER
	10% after 1 transmission

	Number of Rx Antennas
	4

	Channel Encoder
	3GPP Turbo Encoder

	Turbo Decoder
	Log MAP

	Number of iterations for turbo decoder
	8

	Precoding weight vector determination
	SNR maximization/Shannon capacity maximization

	Quantization of Precoding vector
	Quantized

	PCI/CQI Feedback delay
	12 slots

	Precoding Feedback error rate
	0%

	Precoder update rate
	3 slots

	Propagation Channel Type
	PA3

	Channel Estimation
	Realistic

	Noise Estimation
	Realistic

	UE Receiver Type
	Spatial temporal LMMSE receiver

	Antenna imbalance [dB]
	0

	Tx Antenna Correlation
	0

	Rx Antenna Correlation
	0
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Figure 2 performance comparison of different PCI size for rank 3
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Figure 3 performance comparison of different PCI size for rank 4
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Figure 4 performance comparison of different PCI size for link adaptation
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