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1 Introduction

So far, RAN1 has discussed rather the content of CSI feedback for CoMP than the related control procedures. One basic agreement is that inter-CSI-RS-resource is not included in the Release 11 CoMP feedback.
In RAN1#69, the following working assumption was taken:

· Independent configuration of multiple CSIs for periodic report

· At least in the case of PUCCH:

· In case 2 or more CSIs are configured in the same reporting instance(s), FFS the details of 

· Collision handling

· Compression/multiplexing

· Observation: By configuring 2 or more CSIs with the same set of reporting instances, it is possible to compress/multiplex multiple CSIs into the same set of reporting instances

We provide further views on how periodic CSI reports for CoMP should be configured, and the behaviour in case of collisions.

2 Periodic CSI reports
Configuration

The Release 10 solution for CSI reports in carrier aggregation (CA) can serve as the baseline for the independent configuration of multiple CSI reports. Each such configured report should generally support the same or equivalent parameters as for CA (adopting to CoMP terminology where required). As in CA, this may or may not result in collisions between different or same reporting types for the same of different CSI processes. From the information loss perspective, it should be possible to configure the CSI processes such that collisions can be completely avoided. However, this involves different subframe offsets at least for the RI transmission. Consequently, the configured PUCCH resource is not utilised strictly according to the periodicity parameter 
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, i.e. the resource is not only used in every 
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 subframes but also in other ones that are offset in time.
A non-strict periodicity i.e. the PUCCH usage other than every 
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 subframes, makes the PUCCH resource assignment of the eNB more complex if multiple UEs share the same PUCCH resources for periodic reports. Not to share the same PUCCH resources among UEs makes the eNB scheduling easier but it eats from the PUSCH capacity. Therefore, sharing the same code/frequency PUCCH resources between different UEs in different subframes is a desirable operation for a better PUSCH resource usage. Therefore, we propose to optimize the operation to share the PUCCH usage among UEs. To do so, only strict periodicity i.e. a PUCCH usage only every 
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 subframes is quite useful. On the other hand, only strict periodicity means to  make collisions from different CSI report sets within a UE more likely. Therefore, we further propose to optimize the collisions from different CSI report sets within a UE further described in the next section.
Proposals:
· The working assumption from RAN1#69 for the configuration should be promoted to an agreement, i.e. the network should have the ability to configure multiple periodic CSI reports for a UE independently from each other

· Each such configured report should generally support the same or equivalent parameters as for carrier aggregation (adopting to CoMP terminology where required)

· The configuration should allow that the PUCCH resource from a single UE is only used periodically according to 
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 to allow easy and efficient PUCCH resource management at the eNB
Behaviour
Referring to the terminology in [1], re-using the CA rules for dropping in case of collisions from different CSI report sets are not suitable for the CoMP case. In CA, the agreement is that the CSI report for the smallest cell index is transmitted and the reports for other cells are dropped. This is mainly due to the fact that the PCell has always the smallest cell index and is therefore always prioritized in case of CSI report collisions. The loss of CSI feedback from a certain SCell will not affect the transmissions on other cells.
However, in CoMP the situation may be different. If the CA method was to be reused, the consequence would be that certain CSI reports at the eNB will be quite outdated, since the dropping would be a consequence of the initially assigned index. An outdated CSI report has an adverse effect in CoMP, since this introduces a generally high inaccuracy for scheduling and link adaptation, affecting the control channel as well as the shared channel performance.

To mitigate this effect, we think it is evident that a CSI report that is configured with a large periodicity is the most important report, since it would take longest for this particular feedback to be transmitted in its next assigned reporting instance - from which it might be dropped again, depending on the collision scenario at that point of time (due to CSI collisions, but also due to ACK/NACK feedback!). Therefore, we propose to drop the CSI report with the smaller periodicity.  For the cases that two CSI reports that have the same periodicity, in fact they do not collide. Two different CSI reports with the same periodicity and different offsets cannot collide, so no further criterion is necessary. The case of same periodicity and same offset is nonsense and therefore does not need to be considered.
For the content of the reporting, it has been pointed out during the email discussion [69-10] that a restriction on using identical subband labels in reporting modes 2-0 and 2-1 for different CSI report sets. Whether the same subband index should be mandated or not would be a matter of the exact CoMP mechanism that is to be employed. For example, dynamic point selection (DPS) does not require that always the same subband is used. To us, it seems evident that re-using modes 2-0 and 2-1 does imply that no further restrictions on the subband index are made. If there should be assumptions on the index and/or omitting or re-using the subband index in a report, this would constitute a new CSI reporting mode. In our view, CoMP JT type operation is feasible by aperiodic CSI reporting with “higher layer configured” reporting modes 3-x instead of periodic or aperiodic “UE selected” reporting modes 2-x. Therefore, it is not fundamental to agree on new CSI reporting modes in Release 11. 
3 Views on the proposals from email discussion [69-10]

Document [1] lists the following proposals:

· Proposal 1: As a general principle, CSI reports for multiple different combinations of an NZP CSI-RS resource with an interference part can be configured for periodic feedback on PUCCH for CoMP in a similar way to CSI reports for multiple cells in carrier aggregation.
· Proposal 2: All the Rel 10 CSI reporting modes are supported for CoMP in Rel 11. CoMP- specific modifications and/or new modes are FFS.
· Proposal 3: All the Rel 10 CSI reporting types are supported for CoMP in Rel 11. CoMP- specific modifications and/or new types are FFS.
· Proposal 4: One “CSI process” is the association of one channel part (one NZP CSI-RS resource from the CoMP measurement set) and one interference part (one interference hypothesis). Note 1: This does not preclude the possibility of reporting CSI for multiple “CSI processes” in the same PUCCH. Note 2: It is FFS whether the definition of CSI process, or a different term. is needed in the specifications.
· Proposal 5:  The Rel 10 rules for collisions between different CSI reports in the non-CA case also apply for CoMP for the case of collision between CSI reports within one “CSI process”. FFS: the details of any adaptations for CoMP . Note: This conclusion could be revisited if collision rules are modified for CA in Rel 11.

· Proposal 6:  The Rel 10 rules for collisions between different CSI reports in the CA case also apply for CoMP for the case of collision between CSI reports for different “CSI processes” and with different priorities. FFS: the details of any adaptations for CoMP . Note: This conclusion could be revisited if collision rules are modified for CA in Rel 11.
· Proposal 7: In the case of collision between CSI reports of different “CSI processes” with PUCCH reporting type of the same priority, and if suitable compression/multiplexing is not defined, the report from the CSI process with the lowest index is selected.
· Proposal 8: Decisions on the use of PUCCH Format 3 and support for compression/multiplexing of CSI for CoMP should take into account conclusions from CA.
· Proposal 9: Compression/multiplexing of multiple CSI reports with different types, but from the same “CSI process” into the same PUCCH is not supported. This conclusion could be revisited if such a feature is introduced in CA.

· Proposal 10:  Details of periodic CSI reporting on PUSCH are FFS
As indicated in this document, we are fine with proposals 1-5 and 8-10. For proposals 6 and 7, we think that the collision handling and priority for dropping should be handled as outlined in section 2 ("Behaviour"). 
4 Conclusion
We propose the following for periodic CSI reports:
· The working assumption from RAN1#69 for the configuration should be promoted to an agreement, i.e. the network should have the ability to configure multiple periodic CSI reports for a UE independently from each other
· Each such configured report should generally support the same or equivalent parameters as for carrier aggregation (adopting to CoMP terminology where required)

· The configuration should allow that the PUCCH resource from a single UE is only used periodically according to 
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 to allow easy and efficient PUCCH resource management at the eNB
· In case of collisions from different CSI report sets, the highest priority for transmission should be given to the report with the largest configured periodicity
· No optimisations or restrictions are agreed for reporting modes 2-0 and 2-1
· Any restriction at the UE about the assumed subband in a UE-selected reporting mode would constitute a new reporting mode, and should be specified as a new mode if agreed
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