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1. Introduction

It has been agreed in RAN1 69 that:
· Distributed transmission should be supported also for aggregation level 1
· Aim to include the possibility to multiplex (from eNB perspective) localized and distributed ePDCCHs in the same PRB pair in the ePDCCH design (search space, antenna port mapping, eREG) if possible without unacceptable adverse impacts
· At least for distributed transmission
a. An eCCE is formed by grouping of multiple eREGs
b. An eCCE groups eREGs located in multiple PRB-pairs
In order to finish the ePDCCH USS design, the following aspects should be finalized:

· Number of eREGs in a PRB pair for distributed transmission, and number of eCCEs in a PRB pair for localised transmission
· Exact eREG to REs mapping
· eCCE indexing

· Equation(s) used by UE to determine the USS candidates.
The detailed eREG to RE mapping for distributed ePDCCH has been discussed in the companion contribution [1]. This contribution focuses on the other remaining issues of USS design.

2. Legacy UE specific search space
One of the motivations to introduce localized ePDCCH is to achieve frequency domain scheduling gain. For distributed ePDCCH when frequency domain scheduling gain can’t be achieved, interference coordination gain inside a common control region can be achieved [1].
It’s quite natural that the eCCE is indexed according to the ePDCCH PRB configuration. For example if four PRB pairs are configured to carry localized ePDCCH and each PRB pair consists of four localized eCCEs, those 16 eCCEs can be indexed from 0 to 15 as shown in Figure 1. If we reuse the Rel.10 search space equation, the six blind decoding candidates for aggregation level one are mapped to six contiguous eCCEs. In order to fully reap the frequency domain scheduling gain, those candidates should be equally distributed into all four PRB pairs. In order to achieve this, we can either change the search space equation or design a new eCCE indexing scheme. Those two methods may lead to equivalent spec changes.
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Figure 1, UE specific search space for aggregation level one, reuse the legacy equation.
We use a new eCCE indexing scheme to quantify the scheduling gain improvement. For example, the eCCE index in Figure 1 can be viewed as physical eCCE index and we can introduce logical eCCE index and apply the search space equation to logical eCCE index. And we can design a logical eCCE index to physical eCCE index mapping relationship to achieve either frequency domain scheduling gain or interference coordination gain. And when looking for PUCCH resource index, we still rely on physical eCCE index and naturally PUCCH collision probability doesn’t increase regardless how we design logical eCCE to physical eCCE mapping. 
Observation 1: reusing Rel. 10 search space equation cannot fully reap the frequency domain scheduling gain.
3. UE specific search space
In this section we use logical eCCEs indexes as below for aggregation level one and two as shown in Figure 2 to quantify the frequency domain scheduling gain compared to the most straight forward method shown in Figure 1. 
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Figure 2, logical eCCE index for aggregation level one and two
We use system level simulations to quantify the frequency domain scheduling gain improvement by spreading the blind decoding candidates among multiple PRB pairs. We use PUSCH 3-1 CSI reporting mode and frequency domain packet scheduling. 10UE/cell and full buffer traffic is considered. Thus the overall control load is medium in this scenario. Each UE’s aggregation level is set by geometry and kept the same throughout the simulation. In both cases, four PRB pairs are configured for ePDCCH transmission. Each UE is scheduled many times in the whole simulation. In each scheduling, one ePDCCH decoding SINR is calculated using EESM PHY abstraction. Thus each UE has its own PDF for ePDCCH decoding SINR. The system wide ePDCCH decoding SINR PDF is created by using each UE’s average decoding SINR in the whole simulation. The comparison is shown in Figure 3. It can be seen in most CDF percentiles, roughly 1dB decoding SINR gain can be obtained. More detailed simulation parameters can be found in Table 1.
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Figure 3, ePDCCH decoding SINR, Contiguous Candidates VS. Distributed Candidates
Observation 2: roughly 1dB average ePDCCH decoding SINR gain can be obtained by spreading the ePDCCH blind decoding candidates among all ePDCCH PRB pairs.
4. Localized and Distributed candidates co-exists
We couldn’t find a technical reason why both localized and distributed ePDCCH are not permitted to co-exist in the same subframe. The main issue is whether we allow localized and distributed ePDCCH to co-exist in the same PRB pair. The main benefit to allow localized and distributed ePDCCH to co-exist in the same PRB pair is resource efficiency, especially considering most of the DCIs can be reliably delivered using aggregation level one&two [2]. In this case minimum four PRB pairs can have both frequency diversity gain and frequency scheduling gain. One such example can be illustrated in Figure 4 below. In this example each PRB pair is equally split among localized eCCEs and distributed eREGs. Depends on UE’s CSI feedback mode, eNB may allocate UE’s blind decoding candidates over either localized or distributed eCCEs. For example, eNB may allocate all of UE’s blind decoding candidates to distributed region if UE is reporting wideband CSI using PUCCH 1-1. In another example, eNB may allocate half of UE’s blind decoding candidates to distributed region and the other half to localized region if UE is reporting subband CSI using PUSCH 3-1.
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Figure 4, Examples of localized and distributed ePDCCH co-exists in the same PRB pair.

Another attribute for the example in Figure 4 is that the eCCE is indexed separately in the distributed and localized ePDCCH region. This may require blind decoding candidates split over the two regions by signalling. One alternative to this is to have both distributed and localized eCCE indexed universally. Thus the blind decoding candidates are distributed over both regions randomly by the search space equation. Compared with individual indexing, there is no blocking probability increase. The drawback is there could be instantaneous mismatch between CSI feedback mode and blind decoding candidate type. For example if UE is configured with PUCCH 1-1 CSI reporting mode, there exists chance that for one given subframe its ePDCCH can only be transmitted over localized candidates.
Based on the analysis above, we have below proposals:
Proposal 1): Allow distributed ePDCCH and localized ePDCCH to co-exist in the same PRB pair because we don’t see this can significantly increase the blocking probability.
Proposal 2): The ratio of localized ePDCCH and distributed ePDCCH in the same PRB pair can be predetermined or configured.
Proposal 3): The blind decoding candidates for localized ePDCCH should consider frequency domain scheduling gain, especially for aggregation level one and two.
Proposal 4): The blind decoding candidates for distributed ePDCCH should consider interference coordination gain [1].
5. Conclusion
In this contribution we give our views on the remaining issues with regard to UE specific search space. Based on our simulation and analysis, we have below proposals:
Proposal 1): Allow distributed ePDCCH and localized ePDCCH to co-exist in the same PRB pair because we don’t see this can significantly increase the blocking probability.
Proposal 2): The ratio of localized ePDCCH and distributed ePDCCH in the same PRB pair can be predetermined or configured.
Proposal 3): The blind decoding candidates for localized ePDCCH should consider frequency domain scheduling gain, especially for aggregation level one and two.
Proposal 4): The blind decoding candidates for distributed ePDCCH should consider interference coordination gain [1].
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7. Appendix A
Table 1 SLS Simulation Assumptions 
	Parameter
	Value

	Duplex mode and bandwidth
	FDD, 10 MHz

	Cellular Layout
	57 Macro cell

	Total Users in the system
	10 * 57

	Downlink transmission scheme
	SU MIMO with rank adaptation

	Traffic Model
	Full buffer

	Downlink scheduler
	Proportional Fair

	DMRS modelling
	Ideal

	CSI-RS modelling
	No

	CSI reporting mode
	PUSCH 3-1

	Total number of RB in one SF
	50

	HARQ
	CC non-adaptive synchronous

	MIMO receiver type
	MMSE option 1 in CoMP evaluations

	Antenna configuration
	4 Tx at eNB, 2Rx at UE, ULA

	Control overhead
	0 OFDM symbol for legacy control 
24 UERS REs

	Channel model
	3GPP case 1

	Link error prediction technique
	EESM

	PDSCH Inter cell interference modelling
	Realistic

	ePDCCH PRB pairs
	PRB 0, 12, 24, 36

	ePDCCH interference modelling
	Realistic to each RE

	ePDCCH decoding SINR
	EESM

	ePDCCH transmission scheme
	closed loop beamforming

	ePDCCH aggregation level
	Configure using UE geometry and doesn’t change over the whole simulations

	ePDCCH search space equation
	Reuse the Rel. 10 search space equation and uses logical eCCE index to spread the candidates over multiple PRB pairs
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