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1. Introduction
A general procedure of EPDCCH search space construction is as follows: First, the building blocks of EPDCCH, EREG and ECCE, are defined so that the desirable properties discussed in [1, 2] are provided. Then, one EPDCCH candidate is made by aggregating one or multiple ECCEs based on the EPDCCH transmission type (i.e., localized or distributed type). Finally, the search space is constructed by defining the location of EPDCCH candidates that are to be monitored by a UE.
This contribution discusses how to aggregate ECCEs and how to place the candidates in the EPDCCH search space in consideration of the support of multiplexing localized and distributed EPDCCH in a PRB pair as per the following way forward [3]: 

Way forward until RAN1#70:

· Aim to include the possibility to multiplex (from eNB perspective) localized and distributed ePDCCHs in the same PRB pair in the ePDCCH design (search space, antenna port mapping, eREG) if possible without unacceptable adverse impacts. 

· FFS from UE perspective whether a UE can be configured to monitor both localised and distributed candidates in the same PRB pair. 

2. Supported aggregation level
In UE-specific search space (USS), the supported aggregation levels are {1, 2, 4, 8} in PDCCH. This set of aggregation levels provides the capability of link adaptation in control channel transmission, and the same level of adaptation granularity can be adopted for EPDCCH. It can be questioned whether a specific aggregation level needs to be supported for a specific EPDCCH transmission type; one example would be the need for supporting aggregation level 4 or 8 for localized transmissions which is usually used for the UEs in a good channel condition. We think that all the four aggregation levels need to be supported due to the variation of the number of available REs in a ECCE. Even though the variation can be smoothened to some extent by adapting the ECCE size as discussed in [2], there still exists residual fluctuation in the number of available REs and high aggregation level transmission is needed to compensate the loss of REs occupied by other signals such as CRS and CSI-RS. In addition, keeping the same set of aggregation level would be beneficial in maintaining the commonality between PDCCH and EPDCCH, considering that the two control channels are alternately monitored according to a given subframe pattern [4]. For the reason of the commonality and UE implementation impact, it is preferred to use the same number of candidates as PDCCH at each an aggregation level.
It was also discussed whether there is a need to use a different set of aggregation levels depending on the number of available REs [5]. An example could be to use the aggregation levels {2, 4, 8, 16} in a subframe where many REs are already occupied by other signals. This example is equivalent to the case where the ECCE size becomes twice, i.e., the number of EREG per ECCE is doubled [2], from the perspective of EPDCCH transmissions. The difference is in the PUCCH resource reservation for UL ACL/NACK under the assumption that the CCE-to-PUCCH linkage is reused for EPDCCH. To be specific, the amount of reserved PUCCH resources would be doubled as well if the used set of aggregation levels becomes {2, 4, 8, 16} under the one-to-one linkage between ECCE and PUCCH resource. Almost half of the reserved PUCCH resources cannot be used as shown in Figure 1(a) because the PUCCH resource linked to the second ECCE of a candidate of the aggregation level 2 cannot be the starting ECCE of any candidate. This PUCCH resource wastage can be solved by adopting many-to-one linkage between ECCE and PUCCH resource as illustrated in Figure 1(b), but considering the specification impact
 and the equivalence to the operation of adapting the ECCE size, it is preferable to keep the same set of aggregation levels for all the subframes.
Proposal 1: For UE-specific search space defined on EPDCCH, aggregation levels {1, 2, 4, 8} are supported. The number of candidates for each aggregation level is {6, 6, 2, 2} per one component carrier.
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Figure 1. Examples of PUCCH resource linkage when the minimum aggregation level is 2 for (a) one-to-one mapping, and (b) many-to-one mapping between ECCE and PUCCH resource.
In supporting the aggregation levels {1, 2, 4, 8}, the resource used for high aggregation levels may be differently determined compared to the case of low aggregation levels. For localized EPDCCH, if one PRB pair contains four ECCEs, the candidate of aggregation level 8 cannot be “localized” in a single PRB pair. In this case, it seems natural to use two PRB pairs to transmit a “localized” EPDCCH with aggregation level 8. The same situation happens for aggregation level 4 if one PRB pair contains only two ECCEs. For distributed EPDCCH, assuming that one ECCE consists of M EREGs, the maximal frequency diversity of the aggregation level L can be M*L. It would be beneficial to use the maximal diversity order for a small number of L, but, for high aggregation levels, it seems better to limit the frequency diversity order because too high diversity order does not provide meaningful performance benefit while incurring more impact on scheduling other signals like PDSCH or localized EPDCCH. In order words, for some high aggregation level cases, one PRB pair may contain multiple EREGs belonging to a single EPDCCH candidate.
Proposal 2: The resources used for a high aggregation level can be considered separately. Multiple PRB pairs can be used for the transmission of a single localized EPDCCH with high aggregation level. Multiple EREGs can be taken from a single PRB pair for a single distributed EPDCCH with high aggregation level.
3. Coexistence of localized and distributed EPDCCH
We think that the following properties need to be provided for the EPDCCH search space in order to enable efficient multiplexing of localized and distributed EPDCCH in a PRB pair. Details of the properties are discussed below.
· Property 1) EREG is the common resource unit for both localized and distributed EPDCCH.
· Property 2) EPDCCH type (localized or distributed) is unique in each set of EPDCCH PRBs from the UE perspective.
· Multiplexing of localized and distributed EPDCCH is transparent to each UE and treated as an eNB scheduling issue.
· Property 3) ECCE index is universal in each set of EPDCCH PRBs from the eNB perspective.
· Different ECCE types having the same ECCE index shall not appear at the same time.
· Property 4) The existence of one EPDCCH type should have minimal impact on the REs for another EPDCCH type.
· The impact needs to be minimized in terms of the number of available ECCEs from the eNB perspective as well as the number of available EPDCCH candidates from the UE perspective.

Property 1 is a straightforward one for the multiplexing of the two EPDCCH types. The companion paper [2] discusses how to build localized and distributed ECCE out of EREGs.
Property 2 is about how the multiplexing appears to each UE. For the simplicity of the EPDCCH-related operation, it is desirable for each UE to assume that all the ECCEs within a set of EPDCCH PRBs are in the same type. By doing so, we can avoid the signaling for the indication of the type of each individual ECCE, which is expected to be done in a semi-static manner by higher layer signaling and will lose the gain of dynamic multiplexing of the two EPDCCH types. Still, a UE can be configured to monitor both localized and distributed EPDCCH in a subframe by configuring multiple EPDCCH PRB sets as discussed in [4, 6]. In other words, if two sets of EPDCCH PRBs are configured for a UE, the EPDCCH type of each set can be configured independently; both sets can be in the localized type, both sets can be in the distributed type, or the two sets have different types -- but all the ECCEs in each set are still in the same type. As a result, the multiplexing of different EPDCCH types is transparent to each UE in each EPDCCH PRB set, and eNB needs to handle the multiplexing with a proper implementation.
Property 3 is about ECCE indexing to facilitate the multiplexing of two EPDCCH types. This property is necessary if UL ACK/NACK resource is determined by the ECCE index of the corresponding DL assignment. In other words, ACK/NACK resource collision will occur if ECCE #n with distributed type and ECCE #n with localized type appear at the same time and are used for DL assignment. This situation can be prevented by ensuring the property that ECCE #n with distributed type and ECCE #n with localized type partly share some REs (e.g., eREG(s)). This property ensures the avoidance of ACK/NACK resource collision and simplifies eNB scheduling.

Figure 2 shows an example of ECCE indexing which satisfies Property 1, 2, and 3. This example assumes that four PRB pairs are configured, 16 EREGs are defined per PRB pair, 4 EREGs (marked in the same pattern and color) are used for each ECCE. Details of ECCE-to-EREG mapping can be found in [2]. According to Property 1, EREG is used as the common unit of ECCE. By Property 2, UE assumes either one of the two ECCE-to-EREG mapping patterns shown in the bottom of the figure according to the configuration of that EPDCCH PRB set. Still, eNB is able to multiplex the two EPDCCH types in a PRB pair by proper EPDCCH scheduling as exemplified in Figure 3. In this example, the unit of localized/distributed EPDCCH multiplexing is the set of EREGs having the same color in Figure 2, which implies that the multiplexing granularity is 16-EREG, (i.e., 4-ECCE). We can also observe that distributed ECCE and localized ECCE share one EREG as long as they have the same ECCE index, so Property 3 is met in this example.
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Figure 2. An example of ECCE-to-EREG mapping.
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Example of 3:1 resource allocation to localized and distributed EPDCCH
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Example of 2:2 resource allocation to localized and distributed EPDCCH
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Example of 1:3 resource allocation to localized and distributed EPDCCH
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Figure 3. Examples of multiplexing localized and distributed EPDCCH.

Property 4 is about the impact of the existence of different EPDCCH type. Because the set of used EREGs cannot be the same for localized and distributed ECCE, transmitting one localized ECCE will block multiple distributed ECCEs and vice versa. As it is evident that one ECCE blocks multiple ECCEs with the different type, it is desirable to minimize the number of ECCEs with different type when more than one ECCE are transmitted. This property can be attained by introducing the concept of “EREG set” discussed in [2]. In the example in Figure 2, 16 EREGs having the same color forms an EREG set, and the EREGs in an EREG set are used for making four ECCEs regardless of the ECCE type. Thus, no ECCE uses EREGs belonging to different EREG sets. As a result, in the structure exemplified in Figure 2 and 3, even though one localized ECCE blocks four distributed ECCEs, the eNB can place four localized ECCEs without any further increase in the number of blocked distributed ECCEs if the remaining EREGs of the same EREG set are used for the additional localized ECCEs. In this sense, the number of ECCEs impacted by different ECCE type is minimized and the eNB is able to utilize more ECCEs for the corresponding EPDCCH type. We note that the concept of EREG set does not need to be defined explicitly; rather, it can be considered in structuring the EREG and ECCE.
Property 4 is also related to the placement of each EPDCCH candidate, which consists of one or multiple ECCEs. In placing EPDCCH candidates, it should be ensured that a limited number of candidates are blocked by the existence of EPDCCH with different type from each UE’s perspective. For example, when we define four candidates of localized EPDCCH with aggregation level 1, all the four candidates will be blocked with a single distributed ECCE if all of them are placed in the same “EREG set” as shown in Figure 4(a). The problem can be easily solved by placing the candidates in different EREG sets as shown in Figure 4(b). This implies that the location of the EPDCCH candidate needs to be determined carefully in consideration of the possible location of different EPDCCH type.
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Figure 4. Examples of placing localized EPDCCH candidates with (a) four candidates in a single EREG set and (b) four candidates in different EREG sets.
4. Conclusion
We first discussed in this contribution the aggregation levels supported in EPDCCH and concluded that the same aggregation levels and number of candidates used for PDCCH are kept for EPDCCH. Also, we discussed the issue of resources used for high aggregation levels which can be considered separately from the resources of low aggregation levels. Then, this contribution provided some discussion about multiplexing localized and distributed EPDCCH in the same PRB pair, focusing on the ECCE indexing, location, and relation to the EPDCCH candidate. We think that the following properties are important for efficient multiplexing and provided some high level description on how to attain them.
· Property 1) eREG is the common resource unit for both localized and distributed EPDCCH.
· Property 2) EPDCCH type (localized or distributed) is unique in each set of EPDCCH PRBs from the UE perspective.
· Multiplexing of localized and distributed EPDCCH is transparent to each UE and treated as an eNB scheduling issue.
· Property 3) ECCE index is universal in each set of EPDCCH PRBs from the eNB perspective.
· Different ECCE types having the same ECCE index shall not appear at the same time.

· Property 4) The existence of one EPDCCH type should have minimal impact on the REs for another EPDCCH type.

· The impact needs to be minimized in terms of the number of available ECCEs from the eNB perspective as well as the number of available EPDCCH candidates from the UE perspective.

The proposals of this contribution can be summarized as follows:

Proposal 1: For UE-specific search space defined on EPDCCH, aggregation levels {1, 2, 4, 8} are supported. The number of candidates for each aggregation level is {6, 6, 2, 2} per one component carrier.
Proposal 2: The resources used for a high aggregation level can be considered separately. Multiple PRB pairs can be used for the transmission of a single localized EPDCCH with a high aggregation level. Multiple EREGs can be taken from a single PRB pair for a single distributed EPDCCH with a high aggregation level.
Proposal 3: The ECCE-to-EREG mapping, ECCE indexing, and EPDCCH candidate placement need to be designed so that an EPDCCH type can be multiplexed with different EPDCCH type in an efficient manner.
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� It is assumed in Figure 1 that two contiguous ECCEs are aggregated for an EPDCCH candidate with aggregation level 2, but the actual ECCE indices aggregated for a EPDCCH candidate may be different depending on how the ECCE indexing is performed (e.g., different for localized and distributed EPDCCH).
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