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1. Introduction
At the RAN1 #69 meeting, the definition of ECCE was discussed and the detailed design issues of ECCE were concluded to be further studied [1].
· At least for distributed transmission, the 144 REs for normal CP in a PRB pair in a normal
subframe (not counting the 24 DMRS REs) are divided into one of {8,12,16,24 or 36} (FFS, revisit on Wed to narrow down – revisit at RAN1#70) equal-sized non-overlapping resource element groups (EREG)

· Detailed design of the EREG mappings are FFS

· An ECCE is formed by grouping of multiple EREGs 

· An ECCE groups EREGs located in multiple PRB-pairs
· For localized transmission, an ECCE is transmitted in one PRB-pair 

· FFS whether an ECCE for localized transmission is formed by grouping multiple EREGs

· The number of ECCEs within a PRB pair in a normal subframe is FFS between:

· 2 or 4 depending on overhead of other signals, and 

· 3 or 4 depending on overhead of other signals, and 

· 4 in at least the PRB pairs that do not contain PBCH/PSS/SSS

· The number of ECCEs in a PRB pair in a special subframe is FFS from 1 or 2 of {2,3,4} (FFS)

· FFS whether different special subframe configurations can have different value(s) 

In this contribution, we will give a detailed issues for ECCE multiplexing (localized EPDCCH or distributed EPDCCH) and ECCE design (e.g. number of ECCE per PRB pair).
2. Discussion
ECCE is defined as the basic unit of EPDCCH and it can be classified with localized ECCE or distributed ECCE according to how the EREGs are distributed in the frequency domain across the PRB pairs. 
There are some requirements when these ECCEs are composed from PRB pairs or difrrent types of ECCEs are multiplexed together. If a distributed ECCE is composed from EREGs which are in the same position in each PRB pair, a single configuration of other signal (e.g., a single CSI-RS configuration) will cause repeated impact on all the constituent EREGs.  Thus, the available number of REs in ECCE severely fluctuates even within a subframe. In order to average out this impact, it is needed to avoid the aggregation of EREGs in the same position in each PRB pair and by applying some permutation in aggregating EREGs as described in Figure 1. 
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Figure 1: An example of aggregation of EREGs and impact of other signals
Proposal: In order to minimize the fluctuation of the size of ECCE, EREGs in different positions should be used in making a distributed ECCE. 
2.1. Requirements for the multiplexing of localized and distributed ECCE
In order to multiplex the different types of ECCEs (distributed or localized) in a PRB pair, the following properties should be considered as arranged in [3] and we will discuss about the requirements to meet the properties focusing on ECCE-to-EREG mapping.

· Property 1) EREG is the common resource unit for both localized and distributed EPDCCH.
· Property 2) EPDCCH type (localized or distributed) is unique in each set of EPDCCH PRBs from the UE perspective.
· Multiplexing of localized and distributed EPDCCH is transparent to each UE and treated as an eNB scheduling issue.
· Property 3) ECCE index is universal in each set of EPDCCH PRBs from the eNB perspective.
· Different ECCE types having the same ECCE index shall not appear at the same time.

· Property 4) The existence of one EPDCCH type should have the minimal impact on the REs for another EPDCCH type.

· The impact needs to be minimized in terms of the number of available ECCEs from the eNB perspective as well as the number of available EPDCCH candidates from the UE perspective.

Both of the localized ECCE or distributed ECCE consists of EREGs as a common resource unit as discussed from the property 1. If the localized ECCE and distributed ECCE is multiplexed in a same PRB pair, there may be a collision between the allocation methods for two different types of ECCE. Thus, it is necessary to limit the impact of distributed ECCE on the number of possible localized ECCEs . 
Figure 1 and Figure 2 show an example of EREG indexing and ECCE indexing and. This example assumes that four PRB pairs are configured, 16 EREGs are defined per PRB pair, 4 EREGs (marked in the same pattern and color) are used for each ECCE. Let’s assume that ECCE #0 with distributed type is defined by using one EREG per PRB pair, e.g., by aggregating EREG #0, #20, #40, and #60. As four localized ECCEs can be made from one PRB pair, the existence of distributed ECCE #0 blocks four localized ECCEs, one per each PRB pair. This implies that three localized ECCEs can be made in each PRB pair by using 12 EREGs, which leads to the fact that there are three unused EREGs in each PRB pair (12 EREGs in the four PRB pair) after allocating distributed ECCE#0 and 12 localized ECCEs (ECCEs #1, #2, #3, #5, #6, #7, #9, #10, #11, #13, #14, #15, three localized ECCEs per PRB pair). So, it is natural to construct three more “distributed” ECCEs by using these remaining 12 EREGs (ECCEs #4, #8, #12). This operation is illustrated in Figure 3, and one can easily observe that it enables full packing of localized and distributed ECCEs in a given set of PRB pairs.
The above-mentioned operation implicitly introduces the concept of “EREG set” as illustrated in Figure 4. A number of EREGs (16 EREGs in Figure 4) forms an EREG set, by taking four EREGs per PRB pair. One ECCE is constructed by taking a few of EREGs from an EREG set. For localized case, the EREGs from a same PRB pair builds a localized ECCE. For distributed case, the EREGs for an ECCEs are derived from a set of PRB pairs, so called PRB group which is a group of PRB pairs in which the “EREG set” is defined as depicted in Figure 1. EREG set is the unit of multiplexing localized and distributed EPDCCH in a PRB pair, and provide an efficient tool for managing the ECCE index and EPDCCH candidate location. Further details can be found in [3]. We note that the concept of “EREG set” does not need to be defined explicitly but it can be implicitly reflected in defining ECCE-to-EREG mapping.
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Figure 1: EREG indexing for a PRB group
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Figure 2: ECCE indexing for localized and distributed ECCE
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Figure 3: Allocation of distributed ECCE and resultant impact on localized ECCE region
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Figure 4: Definition of EREG set

When the ECCE index n is given, by using this ECCE-to-EREG mapping scheme, the REG index is determined accordingly for both localized ECCE and distributed ECCE. An example of detailed REG indexing is given in Appendix.
Proposal: The EREGs in the configured PRB pairs are partitioned into several sets of EREGs. An ECCE is constructed by aggregating a certain number of EREGs contained in an EREG set. A localized ECCE consists of the EREGs belonging to the same PRB pair while a distributed ECCE consists of the EREGs located in different PRB pairs.
2.2. Number of ECCEs per PRB pair
Number of ECCEs per PRB pair can be varied according to the subframe type or the number of available REs. As discussed in [2], we can consider two EREG configurations for normal CP depending on the subframe configuration as follows:
· EREG configuration 1: 4N EREGs for normal subframe and special subframe with long DwPTS

· EREG configuration 2: 2N EREGs for special subframe with short DwPTS

where the variable N is the minimum number of EREGs per ECCE. The notation ‘long DwPTS’ refers to the special subframe configuration 3, 4 and 8 and the other special subframe configurations are classified as ‘short DwPTS’.
In EREG configuration 1, up to 144 REs are available which is same as the 4 CCE in legacy PDCCH. This implies that up to 4 ECCEs can be made out of one PRB pair in EREG configuration 1. In EREG configuration 2, up to 2 ECCEs can be defined for the short length of special subframe configurations.

Even with the variation in the “maximum” number of ECCEs per PRB pair based on the EREG configuration, it still needs to introduce the variability of the number of ECCEs per PRB pair, especially for EREG configuration 1. This is because the number of available REs in EREG configuration 1 may be affected by the existence of other signals. Therefore, we propose in EREG configuration 1 to adapt the number of ECCEs per PRB pair between 2 and 4 depending on the number of available REs in a subframe. The case of 3 ECCEs per PRB pair can be considered further if its introduction does not cause significant specification issues, especially in terms of the EPDCCH search space construction. 
We can consider the threshold to determine the number of ECCEs per PRB pair in EREG configuration 1. If the number of REs per PRB pairs, M, is larger than or equal to a threshold T, four ECCEs can be defined per PRB pair by aggregating N EREGs for a ECCE. If the number M is smaller than the threshold T, two ECCEs can be defined per PRB pair by aggregating 2N EREGs for an ECCE. The threshold can be determined based on the maximum coding rate of a certain DCI format. For example, the threshold can be determined such that coding rate of DCI format 1A does not exceeds a certain value when the DCI is transmitted on an ECCE. We note that the threshold value T becomes 26.25 when the maximum coding rate of 0.8 is considered with the system bandwidth of 10 MHz.

Proposal: The number of ECCEs is determined based on a specific threshold 
3. Conclusion
This contribution discussed on the remaining details of EREG definition. The following proposals were made:
Proposal 1: In order to minimize the fluctuation of the size of ECCE, EREGs in different positions should be used in making a distributed ECCE. 
Proposal 2: The EREGs in the configured PRB pairs are partitioned into several sets of EREGs. An ECCE is constructed by aggregating a certain number of EREGs contained in an EREG set. A localized ECCE consists of the EREGs belonging to the same PRB pair while a distributed ECCE consists of the EREGs located in different PRB pairs.
Proposal 3: The number of ECCEs is determined based on a specific threshold 
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APPENDIX

An example of ECCE-to-EREG mapping for the localized ECCE is shown in Figure 5 (a) and the case of distributed ECCE is also shown in Figure 5 (b). It can be seen that the EREGs are derived from the different positions for the distributed case as mentioned above to mitigate the fluctuation of the size of ECCE.

It is assumed that the number of ECCE per PRB pair is P and an ECCE consists of K REGs and therefore a PRB pair contains P*K REGs. When it is extended to the the PRB group which consists of N PRB pairs, N*P*K REGs and N*P ECCEs are defined. The PRB pair with the lowest index is numbered as #0 and the PRB pair with the highest index is numbered as #(N-1) sequentially. Similarly the EREGs are numbered from #0 to #(N*P*K-1) and the ECCEs are numbered from #0 to #(N*P-1). From the reference PRB pair #p which satisfies p=K*t (t=0, 1, 2…), the PRB pair #p, #p+1, …, #p+K-1 are grouped (K*P ECCEs per PRB pair group).
In Figure 5 (a) which decribes the localized ECCE, we assume that the EREGs are selected from separate EREGs in a PRB pair and the spacing between EREGs is configuted as P, the number of ECCE per PRB pair. The reference PRB pair index is floor(n/P) and the first allocated EREG index in an PRB pair r is n-p*P, then the index of all EREGs in the localized ECCE #n is:

EREG 0: K*P*p+floor(r/P)*K*P+(r mod P)

EREG 1: K*P*p+floor(r/P)*K*P+(r mod P)+P

EREG 2: K*P*p+floor(r/P)*K*P+(r mod P)+2*P

…
EREG (K-1): K*P*p+floor(r/P)*K*P+(r mod P)+(K-1)*P
where the REG index which is mapped to physical resource ranges from K*P*p to K*P*(p+K)-1 and is determined from the result in circular shifting manner. 

Likewise, Figure 7 shows an example of the ECCE-to-EREG mapping for the distributed ECCE. The first EREG index is same as localized ECCE case (n*K) and the EREG index of next EREG is increased by P+K*P. The index of all EREGs in the distributed ECCE #n is:

EREG 0: K*P*p+floor(r/P)*K*P+(r mod P)

EREG 1: K*P*p+floor(r/P)*K*P+(r mod P)+P+K*P
EREG 2: K*P*p+floor(r/P)*K*P+(r mod P)+2*P+2K*P
…
EREG (K-1): K*P*p+floor(r/P)*K*P+(r mod P)+(K-1)*P+(K-1)*K*P

where the REG index which is mapped to physical resource ranges from K*P*p to K*P*(p+K)-1 and is determined from the result in circular shifting manner. 
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Figure 5: An example of ECCE-to-EREG mapping for both localized and distributed ECCE
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