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1 Introduction
In 3GPP RAN1 #69, the following working assumption for periodic CSI reporting was agreed:

· Working assumption is independent configuration of multiple CSIs for periodic report
· At least in the case of PUCCH
· In case 2 or more CSIs are configured in the same reporting instance(s), FFS the details of
· Collision handling
· Compression/multiplexing
· Observation: By configuring 2 or more CSIs with the same set of reporting instances, it is possible to compress/multiplex multiple CSIs into the same set of reporting instances
In Release 11, UEs can be configured with multiple NZP CSI-RS resources and multiple interference hypotheses for which multiple periodic CSI reports would be needed. In this contribution, Samsung’s view on how to handle collision between such multiple periodic CSI reports in one reporting instance for Release 11 CoMP is presented.
2 CSI Collision Handling
For Release 11 CoMP, UEs can be configured with multiple NZP CSI-RS resources and multiple interference hypotheses which result in multiple CSI processes for periodic CSI reports. As discussed in [2], one CSI process is the association of one channel part (one NZP CSI-RS resource from CoMP measurement set) and one interference part (one interference hypothesis). For periodic CSI reporting, each CSI process may also be associated with one PUCCH reporting mode and the corresponding RRC parameters indicating the reporting timing such as cqi-pmi-ConfigIndex and ri-ConfigIndex. Similar to multiple component carriers (CC) for carrier aggregation (CA) in Release 10, if reporting timings for multiple CSI processes are independently configured, it may introduce a collision between CSI reports such that CSI collision handling mechanism for CoMP needs to be specified.
For Release 10 CA, CSI reports colliding to each other are dropped in order of prioritization based on PUCCH reporting type and CC index. Reporting types including RI have the first reporting priority than the other types. Among reporting types without RI, ones including wideband PMI and/or CQI have higher priority than ones for subband reporting. In case of collision between reporting types with the same priority, the CSI report of the CC with the lowest CC index is reported and CSI of all other CCs are dropped.
One way to handle the collision among multiple CSI reports for CoMP would be to reuse the Release 10 CA dropping rules with an adaptation for CoMP. That is, the prioritization based on PUCCH reporting types would be first applied to multiple CSI reports in collision. In case of collision between CSI reports with reporting types of the same priority, the CSI report corresponding to the lowest CSI process index as configured in RRC would be reported. Furthermore, if a UE is configured with simultaneous CA and CoMP, collision between CSI reports with the same CSI process index and reporting types of the same priority in different CCs could occur. Such a collision could be handled by applying CC-index based priority like as Release 10 CA. The first way to handle the collision between CSI reports for CoMP could be summarized as in Figure 1.
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Figure 1: The first way of CSI dropping for Release 11.
The core requirement and purpose behind multiple CSI reports for CA and CoMP are quite different. The feedback for CA is reported for transmissions from multiple configured CCs while the feedback for CoMP is reported for the coordination among multiple configured TPs. This means that although multiple CSI reports are configured to a UE for CoMP, these CSI reports do not have the same importance. For example, in CS/CB, the importance of CSI reports for the serving TP and CSI reports for interfering TPs under coordination could be different. Another example would be when DPS is implemented. The CSI report for the TP with the higher geometry would, in general, be more important compared to the CSI for the TP with the lower geometry.

Observation:
· The principles behind multiple CSI reports for CA and CoMP are different. 
· The feedback for CA is reported for transmissions from the configured CCs. On the other hand, the feedback for CoMP is reported for the coordination among configured TPs.
· For CS/CB, the importance of CSI reports for the serving TP and CSI reports for interfering TPs under coordination could be different.
· For DPS, the CSI report for the TP with the higher geometry would, in general, be more important.
Addressing the above observation, it would be worth to consider another way to handle the collision among multiple CSI reports for CoMP, where the CSI reports for a certain TP has the highest priority over the others regardless of PUCCH reporting type. This can be realized by switching the first stage and the second stage in Figure 1 as shown in Figure 2. In other words, the handling of collision between multiple CSI reports would first be determined based on the priority of the CSI processes followed by the prioritization based on reporting type and CC index. For example, in the case of the collision between two CSI reports for CSI process 1 and CSI process 2, the CSI for CSI process 2 would always be dropped even though CSIs for CSI process 1 and CSI process 2 are CQI and RI, respectively. The second approach to handle the collision between CSI reports in Release 11 depicted in Figure 2. 
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Figure 2: The second way of CSI dropping for Release 11.
Note that the second approach would make sure that at least the CSI reports for a TP with the highest priority would not be damaged by reporting for the coordinating TP such that it could provide a reliable fallback to single TP transmission in CoMP.
Proposal:
· CSI dropping rule for CoMP should be designed in order to make sure that at least the CSI reports for the serving TP is not damaged by reporting for the coordinating TP
· It provides a reliable fallback to single TP transmission.

3 Conclusions
This contribution discusses the CSI collision handling method in Release 11 for CoMP operation. The followings are observed:
Observation:
· The principles behind multiple CSI reports for CA and CoMP are different. 
· The feedback for CA is reported for transmissions from the configured CCs. On the other hand, the feedback for CoMP is reported for the coordination among configured TPs.
· For CS/CB, the importance of CSI reports for the serving TP and CSI reports for interfering TPs under coordination could be different.
· For DPS, the CSI report for the TP with the higher geometry would, in general, be more important.
Based on the above observation, the following proposals are made:
Proposal:
· CSI dropping rule for CoMP should be designed in order to make sure that at least the CSI reports for the serving TP is not damaged by reporting for the coordinating TP

· It provides a reliable fallback to single TP transmission.
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