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1 Introduction

The agreements from the RAN1#69 meeting on CoMP periodic CSI feedback were [1]:

Conclusion:

· Working assumption is independent configuration of multiple CSIs for periodic report

· At least in the case of PUCCH:

· In case 2 or more CSIs are configured in the same reporting instance(s), FFS the details of 

· Collision handling

· Compression/multiplexing
· Observation: By configuring 2 or more CSIs with the same set of reporting instances, it is possible to compress/multiplex multiple CSIs into the same set of reporting instances
After the email-discussion [2], there still exist some open issues which will be discussed in this contribution. More specifically, the following terminologies are defined for convenience of discussion:

· CSI report: In periodic feedback, it corresponds to one instance of CSI feedback in the same subframe and of the same type; in aperiodic feedback, it corresponds to one instance of RI, or CQI, or PMI feedback.

· CSI processes [2]: The set of CSI reports corresponding to one non-zero-power (NZP) CSI-RS resource and with the same interference part, which are reported on PUCCH in different subframes and which may have different reporting types.

2 Discussion

With respect to the design principle, it was proposed in [2] that:

“Proposal 1: CSI reports for multiple different combinations of an NZP CSI-RS resource with an interference part can be configured for periodic feedback on PUCCH for CoMP in a similar way to CSI reports for multiple cells in carrier aggregation. CoMP-specific modifications are FFS”.

In our view, the CSI processes for CoMP can be viewed as independent in the spatial domain, which is similar to the case of CA, where the CSI reports for different serving cells are independent in the frequency domain.
The requirements of CSI accuracy seem to be similar for CoMP and CA scenarios, as detailed below:
· From the perspective of CSIs integrity, CoMP needs higher requirements for CSIs integrity than CA;

· If one CSI process is missing, the whole CoMP operation may fail, as mentioned in [2]. In contrast, the impact on CA in the event of missing CSIs from some cells would affect the data transmission in those cells only.
· From the perspective of mobility, CoMP needs lower density of CSI feedback in time domain than CA.
· It is the common sense that CoMP operation targets UEs with low mobility [3], but for CA the high mobility should be considered.
So we propose that:

Proposal 1: The design principle of periodic CSI reports for CoMP should largely reuse that for CA.
2.1 Reporting modes and reporting types
In the email-discussion [2], a proposal was made:

“Proposal 2: All the Rel 10 CSI reporting modes are supported for CoMP in Rel 11. CoMP- specific modifications and/or new modes are FFS”.

Based on the above proposal from email discussion, the reporting modes 1-0, 1-1, 2-0, and 2-1 defined in Rel-10 shall be supported for CoMP. Some companies suggested that CoMP needs a new reporting mode [4]. Another CoMP-specific modification was also mentioned [2], which concerns the dependencies among CSI processes, e.g. common RI, common PMI, and common set of preferred subbands, etc.

Furthermore, concerning the reporting types, the proposal from [2] was:

“Proposal 3: All the Rel 10 CSI reporting types are supported for CoMP in Rel 11. CoMP- specific modifications and/or new types are FFS”.

This implies that the reporting types from type 1 to type 6 defined in Rel-10 shall be supported for CoMP. Again, that the need of new reporting type(s) was also suggested to exploit the dependencies among CoMP CSI processes, while others pointed out that if multiplexing is introduced, the new reporting type containing multiple CSI reports in one physical channel should be supported.
Note that the enhancement of one CSI process, e.g. improving the accuracy of one CSI process, is only the enhancement to MIMO feedback rather than to CoMP feedback, regardless of the specific form of the new reporting modes and/or reporting types. Therefore, the dependencies among CoMP CSI reports need to be carefully analyzed before any new reporting modes/types are introduced for Rel-11 CoMP.

2.1.1 Common RI/PMI
For CA, the CSI reports for different CCs are independent and staggered in time domain avoiding the collision as much as possible. For CoMP, the commonality of rank is widely discussed in the past meetings [5][6][7][8][9][10].
At first, we can classify the common rank cases into two levels:

· Level-1: The common rank for CSI reports with different interference hypotheses and with the same NZP CSI-RS resource (i.e. one channel part);

· Level-2: The common rank for CSI reports with different NZP CSI-RS resources for one UE.

The level-2 common rank subsumes the level-1 common rank. The level-1 common rank has already been discussed in [5][6][7] The main advantage of level-1 common rank is feedback overhead reduction, while its main drawback is the potential performance loss in the scenario, where the hypothesis of common rank no longer holds due to, for instance, significantly different interference parts.

On the other hand, the level-2 common rank extends the commonality across different “channel” hypotheses [8][9]. The common rank across different channel hypotheses seems beneficial to JT scheme, but it may have negative impact on DPS scheme which prefers flexible rank adaptation. Nevertheless, it was shown in [10] that the uncommon rank for JT scheme has gains over the common rank. Thus, the level-2 common rank may seem to be too restrictive from the perspective of supporting different CoMP schemes.
Observation 1: The level-2 common rank may be too restrictive from the perspective of supporting different CoMP schemes.

For PMI, we can also classify the common PMI cases into two levels:

· Level-1: The common PMI for CSI reports with different interference hypotheses and the same NZP CSI-RS resource (i.e. one channel part);

· Level-2: The common PMI for CSI reports with different NZP CSI-RS resources for one UE.

It is obvious that by utilizing different NZP CSI-RS resources as the different channel part, the derived PMIs usually have no dependency, since the channels measured from different NZP CSI-RS resources typically vary.
Observation 2: The level-2 common PMI is not applicable.
In our understanding, the leve-1 common PMI applies only when the corresponding RI indicates level-1 commonality.
Therefore, we suggest that only one case of common RI/PMI is treated:

· The common RI/PMI for CSI reports with different interference hypotheses and the same NZP CSI-RS resource (i.e. one channel part).
In general, the common RI/PMI case occurs when the interference hypotheses are not significantly different. It was claimed that the common RI/PMI have some compression gain. For example, if two CSI processes share the same RI/PMI, the overall RI/PMI reporting overhead can be halved. There are three approaches to support the common RI/PMI:
· Approach-1: UE indicates in the feedback;

· Approach-2: eNB indicates in the DCI;
· Approach-3: eNB configures in RRC signalling.

For approach-1, the indicator of the common RI/PMI is the side information that increases the feedback overhead, which offsets the potential compression gain. For approach-2, additional bits for DCI are likely needed, which increases PDCCH overhead. Approach-3 is a semi-statistic configuration scheme, and eNB should decide which CSI processes have common RI/PMI from long-term perspective. It appears that this approach does not have drawbacks of approach-1 and approach-2, and needs less standardization efforts. However, RRC signaling period might be too long for reconfigurating the common RI/PMI, which is harmful to link adaptation. Thus, these three alternatives may have the negative impact for performance. Moreover, it is not clear how to exploit compression gain for common RI/PMI.
For RI:

If a rule is defined to reduce the RI reporting with the aid of common RI, the collisions between RI and other types of CSI and the RI reporting overhead will be reduced. Nevertheless, since RI always has a long periodicity, the compression gain is trivial.

For PMI:
Since the CSI reports are independent in the legacy reporting mode, new reporting mode to exploit compression gain has to be defined. In this case, at least a reporting mode containing 2 CSI reports needs to be supported. If one of two PMIs is saved, one PMI and two CQI reports cannot be carried in the legacy PUCCH format except for PUCCH format 3. When RI is higher than 1, the bit width of one CQI report is 7 according to Table 7.2.2-3 in [11]. Thus, the saved PMI bits cannot carry one additional CQI report. If we use PUCCH format 3 to carry them, it is just similar to the case of multiplexing in PUCCH format 3. In other words, there is no additional gain from compression.
Therefore, the benefit of compression is marginal. We propose that:

Proposal 2: The common RI/PMI should not be supported for CoMP in Rel-11.
2.1.2 Common set of preferred subbands
For the reporting mode 2-x, UE may select the different preferred subbands in one bandwidth part for different NZP CSI-RS resources. This behaviour is harmful for JT and CS/CB scheme, even for DPB scheme as mentioned in [2]. For JT and CS/CB, if UE selects different subbands for different TPs to report the scheduler is hard to coordinate among these TPs, since the dependency of the subbands of different TPs is necessary in scheduling for these two schemes. One may argue that the scheduler may fall back to use the wideband CSI for compensating the mismatched subbands. However, the resultant performance is expected to deteriorate and the frequency selective gain cannot be fully exploited. Hence, the uncommon set of preferred subbands is not beneficial for some CoMP schemes.
Specifically, we probably need to add the constraint of the common subbands at least for reporting mode 2-x. It is worth noting that UE still has the flexibility to select the globally optimal subbands among multiple NZP CSI-RS resources (corresponding to multiple TPs) under the common subbands constraint. So we suggest:
Proposal 3: The common set of preferred subbands can be supported in Rel-11 for CoMP.

If common set of preferred subbands is supported, we do not see the need to introduce a new reporting mode or type. Note that it has little impact on DPS scheme, since the scheduler can select the preferred subbands while at the same time choosing the strongest TP for the UE. Thus, the constraint of common set of preferred subbands may not be mandatory for CoMP operation. Therefore, we suggest using RRC signalling to configure this function.

Proposal 4: The common set of preferred subbands is configurable by RRC signalling.

Based on the above discussions, we propose that:

Proposal 5: The reporting modes and types for Rel-10 is necessary and sufficient for Rel-11 CoMP. The new reporting mode or type should not be introduced in Rel-11 for CoMP.

2.2 Collision handling

It has been agreed in email-discussion [2] that:

“Proposal 5: The Rel 10 rules for collisions between different CSI reports in the non-CA case also apply for CoMP for the case of collision between CSI reports within one “CSI process”. FFS: the details of any adaptations for CoMP . Note: This conclusion could be revisited if collision rules are modified for CA in Rel 11”, and 

“Proposal 6: The Rel 10 rules for collisions between different CSI reports in the CA case also apply for CoMP for the case of collision between CSI reports between different “CSI processes”. FFS: the details of any adaptations for CoMP. Note: This conclusion could be revisited if collision rules are modified for CA in Rel 11”, and

“Proposal 7: In the case of collision between CSI reports of different “CSI processes” with PUCCH reporting type of the same priority, at least for cases where compression/multiplexing is not applied, the report from the CSI process with the lowest index is selected”.

These proposals mainly indicate that the collision handling principles for CoMP should be in line with those for CA. Collision handling treats the cases below:

· Collisions among CSI reports within one CSI process;

· Collisions among CSI reports with the different type priorities between different CSI processes;

· Collisions among CSI reports with the same type priority between different CSI processes;

· Collisions between ACK/NCK and CSI reports.

As mentioned above, the requirements of CSI accuracy and the performance impact of CSI dropping seem similar for CoMP and CA. The dropping in case of collision does not necessarily prohibit the CoMP operation, since some compensation methods can be used to maintain it with acceptable performance degradation, for instance:
· Use the latest available CSI report to substitute the dropped one;

· Use the wideband CSI to substitute the dropped subband CSI;

· Use aperiodic feedback to compensate periodic feedback.
2.2.1 Collision among CSI reports
It is worth noting that CA CSI feedback can be based on CRS measurement, which requires a minimum CSI reporting period of 2 ms. Thus, when the number of CSI reports exceeds 2, the collision rate might be too high and hence severely degrade the system performance. However, CoMP CSI feedback is based on CSI-RS measurement, which requires a minimum CSI reporting period of 5 ms. Thus, if the number of CSI processes for CoMP does not exceed 5, the CoMP periodic feedback has very low collision rate. If the multiplexing of CSI reports is supported, it is still possible to coordinate the number of CSI processes such that a low collision rate can be maintained, as discussed in [12].
2.2.2 Collision between ACK/NCK and CSI report
The collision between ACK/NCK and CSI report has not been discussed in email-discussion [2]. In fact, in the discussion of enhancement for collision handling for Rel-11 CA, this type of collision was considered to have severe impact on performance. Note that CoMP does not intend to increase the number of streams of data transmissions, which are the main source of collision between ACK/NCK and CSI reports. Hence, the collision of ACK/NCK for multiple serving cells and CSI reports for CA is more severe than that for CoMP.
Observation 3: Collision of between ACK/NCK and CSI reports will not be aggravated for CoMP.
Proposal 6: The collision handling for CA should be reused for CoMP.

2.2.3 The collision between CoMP and CA
The discussion in [2] mainly discussed the collisions in CoMP-only case. But CoMP and CA can be used simultaneously. In fact, even when the different periods and offset are configured for different CSI processes of CoMP and CA, the collision seems unavoidable. There are three methods to handle the collisions between CoMP and CA:

· Method-1: Define all priorities for various combinations of CoMP and CA reporting;

· Method-2: Indicate the priority of CoMP and CA by RRC signaling;

· Method-3: Do not distinguish CoMP and CA reporting from the perspective of collision handling. Instead, jointly treat them with the same collision handling rules, in which the ServCellIndex should be defined dependently for CoMP and CA.
However, method-1 would require significant standardization efforts, and may not bring the additional gain since CoMP and CA operate independently from each other. Thus, it is not recommended.
Proposal 7: The collision handling for simultaneous usage of CoMP and CA should be defined in Rel-11. Possible solutions include:

· Indicate the priority of CoMP and CA by RRC signaling;

· Do not distinguish CoMP and CA reporting from the perspective of collision handling.

2.3 Multiplexing

It has been agreed in email-discussion [2] that:

“Proposal 8: The use of PUCCH Format 3 for CSI and any compression/multiplexing of CSI for CoMP, if supported, should be aligned with conclusions from CA”, and

“Proposal 9: Compression/multiplexing of multiple CSI reports with different types, but from the same “CSI process” into the same PUCCH is not supported. This conclusion could be revisited if such a feature is introduced in CA”.

In our view, CoMP CSI and CA CSI have quite different implications and usages. Even though they share the same types, multiplexing between them would require very complicated dropping rules that incur substantial standardization efforts. Hence, we suggest that:

Proposal 8: The multiplexing of CSI reports combining CoMP and CA is not supported in Rel-11.

The multiplexing of multiple cells in CA has been agreed in [13]. This multiplexing principle for CA can be reused in CoMP, too.  We recommend that the multiplexing for CoMP should be supported in Rel-11.

Proposal 9: The multiplexing of multiple CSI reports for CoMP should be supported in Rel-11.

Multiplexing of multiple CSI reports with difference types needs a design of much more complicated dropping rules than the existing specification. Considering the Rel-11 time frame, we prefer that it is not supported for CoMP:

Proposal 10: Multiplexing of multiple CSI reports with different types is not supported for CoMP in Rel-11.

The pros and cons for PUCCH format 3 and periodic PUSCH have been widely discussed in the past meetings in the context of CA. Nonetheless, whether to select PUCCH format 3 or periodic PUSCH needs further discussions. We should at first answer two questions as follows.
Open question 1: Is PUCCH format 3 enough for CoMP periodic feedback?
It is obvious that multiplexing helps to reduce the collision rate. Periodic PUSCH can support much more CSI processes than PUCCH format 3. But if multiplexing of 2 CSI reports can already support most CoMP periodic feedback scenarios, there would be no need to introduce periodic PUSCH.

As discussed in [12], in our opinion, the maximum number of CSI processes for one UE is likely 5. Thus, there would be enough temporal resource to accommodate CSI reports for CoMP by appropriately configuring periodicity and offsets. Therefore, if the number of CSI processes is not greater than 10, there would be a low probability of collisions, in case that PUCCH format 3 is used for CoMP CSI multiplexing.

Open question 2: Is there any impact to UE processing complexity from the multiplexing operation?
As mention in [12], when the interval of two successive periodic CSI reports are short, the high-order multiplexing will cause a heavy burden on UE processing which may fail the feedback. The bottleneck of UE processing complexity constrains the order of multiplexing. At current stage, PUCCH format 3 that supports multiplexing two CSI reports is expected to be safe for UE processing requirement [12].

Proposal 11: PUCCH format 3 is used for multiplexing of CoMP CSI reports in Rel-11.
3 Conclusion
Our proposals in this contribution are summarized in the following:

Proposal 1: The design principle of periodic CSI reports for CoMP should largely reuse that for CA.
Proposal 2: The common RI/PMI should not be supported for CoMP in Rel-11.
Proposal 3: The common set of preferred subbands can be supported in Rel-11 for CoMP.
Proposal 4: The common set of preferred subbands is configurable by RRC signalling.

Proposal 5: The reporting modes and types for Rel-10 is necessary and sufficient for Rel-11 CoMP. The new reporting mode or type should not be introduced in Rel-11 for CoMP.
Proposal 6: The collision handling for CA should be reused for CoMP.
Proposal 7: The collision handling for simultaneous usage of CoMP and CA should be defined in Rel-11. Possible solutions include:

· Indicate the priority of CoMP and CA by RRC signaling;

· Do not distinguish CoMP and CA reporting from the perspective of collision handling.
Proposal 8: The multiplexing of CSI reports combining CoMP and CA is not supported in Rel-11.
Proposal 9: The multiplexing of multiple CSI reports for CoMP should be supported in Rel-11.
Proposal 10: Multiplexing of multiple CSI reports with different types is not supported for CoMP in Rel-11.
Proposal 11: PUCCH format 3 is used for multiplexing of CoMP CSI reports in Rel-11.
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