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1. Introduction

In RAN1 #69 meeting, eREG/eCCE definition has been discussed, the following agreement is reached: 

Agreement:

· At least for distributed transmission, the 144 REs for normal CP in a PRB pair in a normal subframe (not counting the 24 DMRS REs) are divided into one of {8,12,16,24 or 36} (FFS, – revisit at RAN1#70) equal-sized non-overlapping resource element groups (eREG)

· Detailed design of the eREG mappings are FFS

· An eCCE is formed by grouping of multiple eREGs 

· An eCCE groups eREGs located in multiple PRB-pairs

· For localized transmission, an eCCE is transmitted in one PRB-pair 

· FFS whether an eCCE for localized transmission is formed by grouping multiple eREGs

· The number of eCCEs within a PRB pair in a normal subframe is FFS between:

· 2 or 4 depending on overhead of other signals, and 

· 3 or 4 depending on overhead of other signals, and 

· 4 in at least the PRB pairs that do not contain PBCH/PSS/SSS

· The number of eCCEs in a PRB pair in a special subframe is FFS from 1 or 2 of {2,3,4} (FFS)

· FFS whether different special subframe configurations can have different value(s)
In this contribution, we give our ePDCCH candidates and search space design which is in line with eREG/eCCE design in [1].
2. Aggregation Level
PDCCH resource allocation is based on aggregation of CCE(s). For ePDCCH, eCCE is introduced as the resource unit aggregated into ePDCCH candidates to achieve link adaptation like PDCCH. The set of aggregation levels {1, 2, 4, 8} for PDCCH can also be used for ePDCCH. We give our eREG/eCCE design in [1], the eCCE definition is based on the fixed division of resources in RB, and therefore the number of eCCE/eREG in a PRB pair is fixed. This may simplify the ePDCCH candidates and search space design, but we should note that the code rate become high when the subframe contains CRS, CSI-RS and the number of OFDM symbol used for PDCCH is large. For certain cases the code rate may even exceed 1 when aggregation level is 1 as we analyzed in [2]. Thus, the aggregation level in those cases should be adjusted. Beside the set of Aggregation Levels {1, 2, 4, 8}, we can consider another set of AL {2, 4, 8,16} as alternative AL set. The selection of the two sets can be based on the effective code rate threshold or number available REs threshold in eCCE, which can be configured by eNB. Configuring different thresholds to UEs need based on geometry.
Proposal 1:  
· Both aggregation level set {1, 2, 4, 8 } and aggregation level set {2, 4, 8, 16} should be considered. 
· The set of aggregation level detected by UE should be adaptive based on the effective code rate or number of available REs in eCCE. 
3. ePDCCH Candidates 

Basic assumptions of the ePDCCH candidates design for ePDCCH in this contribution are outlined below, which are in line with our consideration in [1] and the conclusion at RAN1#69 meeting.
(a) ePDCCH candidates are defined within ePDCCH resource configured by eNodeB which consists of non-continuous N PRB pairs. at least N=4 should be supported, other value of N(e.g N=8) is FFS
(b) The eCCE size is defined as 1/4 REs in a PRB pair, the eREG size is defined as 1/8 REs in a PRB pair. Fixed number of eREGs/eCCEs in a PRB pair is considered in this contribution, four eCCEs and 8 eREGs are assumed  

(c) Both localized eCCE (L-eCCE) and distributed eCCE(D-eCCE) are defined as the resource units for localized and distributed transmission respectively. L-eCCE consists of two eREGs in the same PRB pair, D-eCCE consists of two eREGs belong to different PRB pairs. 
(d) Localized ePDCCH candidates are defined base on L-eCCE, distributed ePDCCH candidates are defined base on D-eCCE

We also give some design principle for ePDCCH candidates design:
(a) For each aggregation level, all the ePDCCH candidates are arranged into patterns. eNodeB can configure the search space by a combination of different patterns.

Candidate patterns should cover the following aspects: fully exploit frequency diversity/selective scheduling gain, flexible interference coordination (eCCE level ICIC), low complexity of channel estimation. eNodeB configure search space with those patterns. 
(b) When AL= M (M<8), both localized candidates pattern and distributed candidates pattern are supported, the number of candidates in localized pattern and distributed pattern are the same.

For simple design, all the candidates in a pattern should be the same kind. Furthermore, we give some principles for search space configuration in section 4, when AL<8, for each aggregation level, either a localized or a distributed pattern can be chosen for ePDCCH search space configuration. Same number of blind detection attempts for Different patterns have same number of candidates.
(c) When AL=8 and 16,only distributed ePDCCH pattern are supported

In order to obtain more frequency diversity/selective scheduling gain, we assume the PRB pairs in ePDCCH resource is non-continuous, thus localized candidates is not supported when AL=8 and 16, On the other hand, localized transmission can obtain both beamforming gain and frequency selective scheduling gain, and it is easier to do ICIC. AL<8 may more usually be used for ePDCCH transmission than AL>=8
(d) ForAL<4, localized ePDCCH candidates for each aggregation level can be divided to 2 patterns, 2 patterns should include different eCCEs/APs. Within 1 PRB pair, each pattern corresponding to 2 eCCE.
Full detection will increase detection complexity. PRB pair have 2 patterns, each pattern have 2 eCCE. This will allow possible ICIC within one PRB, under reasonable detection complexity.
(e) Except AL=16，distributed ePDCCH candidates for each aggregation level can be divided to 2 patterns，2 patterns should include different eREGs/APs. Within 1 PRB pair, each pattern corresponding to 4 eREGs.
It is similar tradeoff as (d).
(f) For each pattern in each AL, channel estimation should not exceed 2.
Proposal 2:  
· Adopt the above principles for ePDCCH candidates design
Localized ePDCCH candidates 

Base on the above assumptions and principles, we show candidates design for localized ePDCCH below. The candidate patterns are base on 4 non-continuous PRB pairs, which could be distributed over the system bandwidths. 
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Figure 1 Localized ePDCCH patterns, AL=1,2,4
AL=1: Pattern for one Cfg contains 8 localized candidates, which are in 4 PRB pairs, each PRB pair contains 2 candidates, one candidate is one eCCE. Each eCCE is associated with an AP. therefore the channel estimation times are 2 per PRB, which can be lower compared with full usage. 

AL=2: Either configuration contains 4 ePDCCH candidates, which locate within 4 PRB pairs, respectively. The channel estimation per PRB is a subset of AL=1. As it is will be naturally not exceed the channel estimation for AL=1.
AL=4: There is only 1 localized pattern which contains 4 ePDCCH candidates. Frequency selective scheduling gain can be fully exploited .The channel estimation is the subset of that for AL=1.
Distributed ePDCCH candidates 

We also give our distributed ePDCCH candidates design below. The scheme can be multiplexed with Localized search space with same aggregation level and sharing same number of blind detections in each AL. 
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      Figure 4 distributed ePDCCH patterns,AL=1,2,4

AL=1: D-eCCE mapping to 4 PRBs need 1 PRB pair divided into 16 eREGs. The fragmentation of PRB will be higher. Thus, the assumption takes 8 eREG. For distributed AL=1, the pattern have 4 eREGs for each PRB pair, which will associated with 2 APs.
AL=2: Distributed AL=2 only consider diversity order 4. This diversity gain 1.4dB and 2dB than diversity order 2, for BF & SD respectively as we shown in figure 6 in ANNEX.
AL=4: Distributed pattern considering 2 AP associations: eREGs in 1 PRB use 1 antenna port for 1 candidate; eREGs in 1 PRB use 2 antenna ports for 1 candidate. The former is used for BF. The later is used for Spatial Diversity, since there is 1.2dB gain by 2 antenna ports shown in figure 7 in ANNEX.  The D13/D14 in cfg#0 represent same port for each candidate, D15/D16 in cfg#0 represent 2 different ports for each candidate in a PRB pair. 
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Figure 5 distributed ePDCCH patterns,AL=8&16
Aggregation level 8: Only 1 candidate are shown in 1 Cfg. 
Aggregation level 16: It only have 1 pattern since the 4 PRB pairs are fully occupied.
For both AL=8&16, The antenna ports used in per PRB pair can be 1 or 2 as described in [8],the association can be switched by higher layer configuration for switching between spatial diversity and beamforming.

4. ePDCCH Search space 
Only one pattern defined in section 2 will be configured to be used a UE. The ePDCCH candidate configurations in search space can be configured by higher layer signaling based on the pre-defined ePDCCH candidates configuration. This s can reduce blocking and increase resource efficiency than the method driven by UE ID. 
Proposal 3:
·  UE search spaces should be configured by higher layer.
We propose some principle for ePDCCH search space configuration：

(a) Build search space base on the patterns with nested structure and AP usage, e.g.  in Section 2
(b) Only localized candidates pattern or distributed candidates pattern support for a UE in one AL in one time
Choosing localized transmission or distributed transmission depends on CSI feedback mode, which is semi-statical. For wideband CQI all ALs can be distributed pattern. For sub-band CQI, lower ALs can be localized pattern. Other ALs can be distributed pattern. Detecting both localized and distributed candidates in same AL will increase complexity. So, it is preferred to allow only distributed mapping or localized mapping for one aggregation level
(c) The channel estimates in a PRB pair can be reused for different aggregation level when eNodeB configure the  search space 
The ePDCCH demodulation complexity should be minimized. Thus, the channel estimation in different aggregation levels should be shared. In section3, the pattern will allow the channel estimation do not exceed 2 for each PRB pairs. The antenna ports in the shown patterns are shared among different aggregation levels for same Cfg#, since nested port usage is achieved among AL= {1, 2, 4, 8, 16}. 
For wideband CSI feedback, one example of configuration is shown in table1. The Cfg x could be Cfg #0 or #1:

	UE specific 

Search space
	code rate for 1CCE
	AL=1
	  AL=2
	  AL=4
	AL=8
	AL=16

	
	< 1 
	D- Cfg x
	D- Cfg x
	D- Cfg x
	D- Cfg x
	Null

	
	>= 1
	Null
	D- Cfg x
	D- Cfg x
	D- Cfg x
	D-Fixed cfg


                                        Table1 Search space configuration for wideband CSI feedback

When sub-band CSI is available, the localized candidates can be used. Fall back scheme requires distributed mapping. However, detection of both in every aggregation level requires higher blind detection number. We should restrict the type of candidates in 1 aggregation level. In general, lower aggregation levels should be configured with localized candidates. Higher aggregation level should be configured with distributed candidates. The examples are shown in Table 2 and Table 3

	UE specific 

search space
	code rate for 1CCE
	AL=1
	     AL=2
	  AL=4
	AL=8
	AL=16

	
	<1 
	L- Cfg x
	L- Cfg x
	D- Cfg x
	D- Cfg x
	 Null

	
	>=1
	Null
	L- Cfg x
	L-Fixed cfg
	D- Cfg x
	D-Fixed cfg


Table2 Search space configuration (1) for subband CSI feedback
	UE specific 

search space
	code rate for 1CCE
	AL=1
	     AL=2
	  AL=4
	AL=8
	AL=16

	
	<1
	L- Cfg x
	L- Cfg x
	L-Fixed cfg
	D- Cfg x
	 Null

	
	>=1
	Null
	L- Cfg x
	L-Fixed cfg
	D- Cfg x
	D-Fixed cfg


Table3 Search space configuration (2) for subband CSI feedback
Note that the ‘x’ value should be same for all aggregation level to restrict the complexity of channel estimation.
5. Conclusions
We in this contribution studied the ePDCCH candidates and search space design. Our proposal is:
Proposal 1:  
· Both aggregation level set {1, 2, 4, 8} and aggregation level set {2, 4, 8, 16} should be considered. 
· The set of aggregation level detected by UE should be adaptive based on the effective code rate or number available REs in eCCE. 
Proposal 2: 
Adopt the following principles for ePDCCH candidates design
(a) For each aggregation level, all the ePDCCH candidates are arranged into some patterns. eNodeB can configure the search space by a combination of different patterns.

(b) When AL= M (M<8), both localized candidates pattern and distributed candidates pattern are supported, the number of candidates in localized pattern and distributed pattern are the same.

(c) When AL=8 and 16,only distributed ePDCCH pattern are supported

(d) ForAL<4, localized ePDCCH candidates for each aggregation level can be divided to 2 patterns, 2 patterns should include different eCCEs/APs. Within 1 PRB pair, each pattern corresponding to 2 eCCE.
(e) Except AL=16，distributed ePDCCH candidates for each aggregation level can be divided to 2 patterns，2 patterns should include different eREGs/APs. Within 1 PRB pair, each pattern corresponding to 4 eREGs.
(f) For each pattern in each AL, channel estimation should not exceed 2.
Proposal 3:
UE search spaces should be configured by higher layer.
(a) Build search space base on the patterns with nested structure and AP usage, e.g. in Section 2
(b) Only localized candidates pattern or distributed candidates pattern support for a UE in one AL in one time
(c) The channel estimates in a PRB pair can be reused for different aggregation level when eNodeB configure the  search space 
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6. Appendix
Simulation result
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Figure 6 Distributed transmission, AL=2, mapping to 2 PRBs vs. 4 PRBs 
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AL=4, SD,mapping to 4PRB,per PRB precoder cycling

AL=4, SD,mapping to 4PRB,per eREG precoder cycling


Figure 7 Distributed transmission, AL=4, per PRB cycling precoder vs. per eREG cycling Precoder 
Table A1 – Simulation assumption for link level simulation

	Parameters
	Assumptions

	Carrier frequency
	2GHz

	System bandwidth
	10 MHz

	Channel model
	ETU

	UE velocity
	3km/h

	Number of antenna ports per eNodeB
	2

	Number of CRS ports
	2

	Number of antenna ports per UE
	2

	DCI Format 
	Format 2C(45bit) +16bit CRC

	ePDCCH Transmission scheme
	Distributed transmission,BF and SD

	Number of layers per UE
	1 layer

	Modulation 
	QPSK

	TTI
	10000

	Receiver detection
	MMSE-IRC

	CSI-RS Period
	5ms

	Number of Legacy PDCCH symbols
	3 

	Channel estimation on DMRS
	2D MMSE

	Channel coding
	CC

	CQI feedback cycle
	5TTI

	CQI delay
	5TTI

	Feedback Mode
	PUSCH Mode 1-2
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