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1. Introduction

In a related contribution [1], an approach to search space configuration for localized ePDCCH has been proposed. This document shows how the same principles can be extended to distributed ePDCCH. 
2. Background
We take as a starting point the search space design for single carrier operation of PDCCH in Release 10. Relevant extracts from section 9.1.1 of 36.213 are capture in Annex A. The CCEs corresponding to different candidates for blind decoding for the single carrier case can be derived using:-  
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Here i indicates the CCE within a candidate, 
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 is the aggregation level, m is the candidate and 
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 is the total number of CCEs for subframe 
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. 
This design for the UE-specific search space results in a set of adjacent candidates (in terms of CCEs) for each aggregation level, and where the location of the candidates changes from subframe to subframe in order to avoid persistent blocking. 
For PDCCH the REGs in the CCEs are interleaved across the system bandwidth to obtain frequency diversity. Similarly for distributed ePDCCH it is necessary to distribute parts of the eCCEs in the frequency domain. Therefore, in order to have compatibility between designs for localized and distributed ePDCCH we consider sub-dividing an eCCE into a number of eREGs. As discussed in [2] these can then be distributed across the frequency domain, for example as shown in Figure 1. 
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Fig.1 DCI mapping within reserved PRB pairs
In order to achieve Nth order frequency diversity with M eCCEs per PRB pair, a PRB pair would need to be divided in at least NxM parts. As an example we consider N=M=4, as shown in Figure 2. It would be convenient if each of these parts consisted of an integer number of eREGs (for example, 1).  
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Fig.2 eCCE Parts used by different aggregation levels within one PRB pair
3.  Discussion
In [1] the following equation is proposed for mapping DCI message candidates to eCCEs
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Here 
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 is the total number of eCCEs available for ePDCCH in subframe 
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 is offset which depends on the candidate, and
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is the number of eCCEs within which a given candidate may be located, for a given aggregation level and subframe.
Equation 3.1 could be adapted directly in terms of eREGs instead of eCCEs:
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Now i indicates the eREG within a candidate,  
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 is the aggregation level in terms of the number of eREGs comprising the DCI message, m is the candidate, 
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 is the total number of eREGs available for ePDCCH in subframe 
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 is an offset which depends on the candidate, and
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is the number of eREGs within which a given candidate may be located. Unfortunately, this would lead to a set of adjacent eREGs per candidate, so it is necessary allow the possibility of distributing the eREGs for one DCI message. This can be done as follows:
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Here 
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 is an additional offset which can place different eREGs in different parts of the frequency domain and d is the diversity order. Now the factor 
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is also included to ensure that the maximum number of available eREGs is not exceeded when frequency diversity is applied.  Further, in order to limit the number of PRB pairs occupied by distributed ePDCCH, it would be desirable to limit (and fix) the frequency diversity order (e.g. to 4). In this case for higher aggregation levels, multiple eREGs for a given candidate should be located within one PRB pair. As an example we could put 
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, where o is the separation (in terms of eREGs) between the parts of the DCI message located in different PRB pairs. As a more concrete example, if the system bandwidth is 50 PRBs, there are 4 eCCEs in one PRB pair, and one eCCE is composed of 4 eREGs, then 
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. With the smallest aggregation level, corresponding to a single DCI message in one eCCE, 
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. With diversity order d=4, and o=192, then the offset
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would take values of 0, 192,384 and 576 eREGs for parts of the DCI message corresponding to i=0, 1, 2 and 3. Under the assumptions made here these offset values correspond to a frequency domain spacing of 12 PRB pairs.
This approach is compatible with sub-dividing an eCCE into a number of eREGs, and can be applied with any reasonable number of eREGs per eCCE. Some values of diversity order are particularly convenient, such as where the number of eREGs per DCI message is a multiple of the diversity order. Similarly to the proposal for localized ePDCCH in [1], the parameters could be configured or determined by formula. We also note that with suitable choices of parameters, candidates for localized and distributed ePDCCH could be placed within the same PRB pairs. Further, these candidates can be non-overlapping in terms of both eREGs and eCCEs, avoiding potential blocking. These features allow localized and distributed ePDCCH to share resources, with potential improvement in multiplexing efficiency.  
4. Conclusion

As shown above, the approach to search space configuration for localized ePDCCH presented in [1] can be extended to distributed ePDCCH (as in equation 3.3). This would allow a common approach to ePDCCH search space design and configuration, and would also facilitate the sharing of resources between localized and distributed ePDCCH transmissions. 
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