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1. Introduction
The search space design for ePDCCH is one of the most important issues to be solved in Rel-11. Up to now, it has been agreed that enhanced common search space (CSS) is not supported. The progress of UE-specific search space (USS) is very slow, in that there is so far only a little general discussion of USS [1] and few contributions on details. In this contribution, we share our views on USS design principles and detailed search space design for localized and distributed ePDCCH are provide in companion contributions [2-3]. 
2. Discussion
The general ePDCCH structure was agreed that PRB-pair-level multiplexing between PDSCHs and ePDCCH within a subframe uses only FDM. To fully utilize downlink resources, a PRB pair could be divided into smaller units with each corresponding to a DCI message. We called the unit enhanced CCE (eCCE). The size of the eCCE should take utilization efficiency and performance into account. For simplicity, in the following discussion we assume that each eCCE consists of 3 subcarriers, and that 4 eCCEs may be multiplexed by FDM within one PRB pair for localized transmission of ePDCCH.
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Figure 1. Multiplexing of ePDCCH in data region
Unlike broadcast type DCIs in CSS, DCI messages in the UE specific SS are expected to provide frequency scheduling gain based on channel state information (CSI) feedback as well as frequency diversity gain in cases without reliable CSI. Generally speaking, localized mapping of ePDCCH can be applied to obtain beamforming and frequency selective scheduling gain when accurate CSI is available, while distributed mapping of ePDCCH can be applied to obtain frequency diversity gain when accurate CSI is not available. Though localized and distributed mapping target different scenarios, their search spaces could be overlapped in the same PRB pairs to improve the efficiency of resource usage, i.e. the search space design should support the possibility of multiplexing of localized and distributed transmission in the same PRB pairs [4]. Besides, to simple the specification, a unified search space design for both localized and distributed ePDCCH is desirable.

Proposal 1: The search space design for localized and distributed ePDCCH should be based on their individual design requirements together with support for efficient multiplexing.

2.1. UE specific search space for localized mapping 

For localized mapping, pieces of one eCCE as well as multiple eCCEs for one ePDCCH candidate should be mapped to adjacent subcarriers or PRB pairs which are associated with good channel quality. 

By means of subband CSI feedback, the eNB could gain knowledge of CQI/PMI information for each subband. The granularity of CSI feedback depends on the system bandwidth, e.g. for 10MHz system, a subband consists of 6 PRBs. It is assumed that the CQI and PMI are same for these 6 PRBs within one subband. Consequently, it is impossible to obtain frequency scheduling gain based on CSI feedback when successive candidates of ePDCCH for the same aggregation level are located in adjacent eCCEs (i.e. in the same PRB or adjacent PRBs in one subband).We compare the performance of two different localized mapping schemes. In one scheme the location of the search space of ePDCCH is fixed in the 1st PRB on 1st subband of the system bandwidth and all blind decoding candidates of ePDCCH for aggregation level one and two are mapped to the same PRB or adjacent PRBs in 1st subband. For the other scheme, the search space of ePDCCH is located in all parts of the system bandwidth and blind decoding candidates of ePDCCH are mapped to the first PRB pair in each subband. From the simulation results in Fig 2, it could be observed that there is significant performance degradation for the ePDCCH if successive candidates for the same aggregation level are located in adjacent eCCEs. Thus, it is beneficial to locate a reasonable number of candidate spread across the frequency domain to guarantee that a DCI message can be transmitted in a suitable part of the frequency domain for a given UE. Offsets for different candidates should be introduced in the search space function to distribute candidates into separate frequency parts [2]. These offsets could be UE-specifically configured or derived via suitable equations. However, distributing candidates into different frequency parts would increase the blocking probability if there are not enough candidates in each frequency part. Increasing the number of candidates per aggregation level would decrease the blocking probability at the cost of UE complexity. The tradeoff between the UE complexity and frequency selective scheduling gain should be considered when decide the number of candidates for each aggregation level. 
Besides, in order to be able to obtain frequency selective scheduling gain for any given aggregation level, the search space size should be big enough for all the considered aggregation levels (e.g. 4 or 8 candidates each). However, the number of blind decodings would be further increased. One possible approach is to semi-statically configure the search space depending on the UE's geometry, i.e. more candidates for the most appropriate aggregation levels and fewer candidates for other aggregation levels. In that way, frequency selective scheduling gain could be achieved without increasing the UE complexity.
Proposal 2: In the case of localized mapping, the search space design should consider the requirement to support frequency selective scheduling gain.
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Figure 2. Performance comparison of localized mapping
2.2. UE specific search space for distributed mapping 
In contrast to localized mapping, in order to exploit the frequency diversity gain for all aggregation levels (including aggregation level one), eREGs of an eCCE should be located in multiple PRB-pairs as per agreement [5]. Similar to localized ePDCCH an offset for different eREGs of an eCCE should be introduced in the search space function to distribute one eCCE into separate frequency parts [3]. These offsets could be UE-specifically configured or derived by equation.
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Figure 3. Illustration of resource allocation for distributed ePDCCH 
Another issue for distributed mapping of ePDCCH is the non-uniform performance of eREGs located in different parts within one PRB pair. The number of useable REs in each unit may vary from one to another due to CRS, DM-RS and CSI-RS overhead. As is shown in Fig 3, #0 eREG includes 6 REs while #15 eREG includes 4 REs in one PRB pair. There could be up to 50% payload difference between different eREGs for one eCCE mapped onto all four PRB pairs. Up to 3 dB performance gap is observed according to our simulation results in Fig 4. If the performance degradation caused by unbalanced number of REs is not negligible, ways to mitigate such imbalance by more uniform allocation of REs to CCEs should be considered. The eCCE index could be changed by a given step for each different PRB pair used, e.g. one eCCE consists of #0 eREG in 1st and 2nd PRB together with #15 eREG in 3rd and 4th PRB. When aggregation level is larger than one, eREGs with a different size in one PRB pair could be bundled to achieve uniform payload, e.g. #0 eREG and #15 eREG in each PRB pair aggregated together when aggregation level=2.  
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Figure 4. Performance comparison of different eREGs 
Proposal 3: In the case of distributed mapping, the search space design should consider the requirement to support frequency diversity gain as well as uniform performance for different locations in the search space.
We also note that to facilitate efficient multiplexing of localized and distributed ePDCCHs in the same PRB pair, the mechanism to avoid the potential resource blocking due to different granularity of localized and distributed mapping in one PRB pair (i.e. eREGs and eCCEs) or potential antenna port collision should be introduced.  Possible ways are discussed in a companion contribution [3].
Proposal 4: The search space design should consider mechanisms to avoid potential resource blocking and antenna port collision to support efficient multiplexing of localized and distributed ePDCCH in one PRB pair. 
2.3. The blind decoding  
The maximum number of blind decodes is 44 for common search space plus UE-specific search space in Rel-8 and increases to 60 in Rel-10 due to the new DCI Format 4 for uplink grants. It seems the maximum number would further increase e.g. to improve blocking performance and multiplexing efficiency when exploiting frequency selective scheduling gain by localized ePDCCH or to detect both legacy PDCCH and ePDCCH for certain cases. However, considering the shortened PDSCH processing time, additional UE implementation complexity is almost inevitable.  Also larger number of blind decodes would lead to higher ePDCCH false alarm probability. Therefore, it is desirable to maintain the same maximum number of blind decodes as far as possible. 
Proposal 5: It is desirable to avoid increasing the maximum number of blind decodes as far as possible. 
3. Conclusions
In this contribution, some issues of UE-specific search space design for ePDCCH are briefly discussed. We provide the following proposals based on the analysis.
Proposal 1:.The search space designs for localized and distributed ePDCCH should be based on their individual design requirements together with support for efficient multiplexing.
Proposal 2: In the case of localized mapping, the search space design should consider the requirement to support frequency selective scheduling gain. 

Proposal 3: In the case of distributed mapping, the search space design should consider the requirement to support frequency diversity gain as well as uniform performance for different locations in the search space.
Proposal 4: The search space design should consider the mechanisms to avoid potential resource blocking and antenna port collision to support efficient multiplexing of localized and distributed ePDCCH in one PRB pair. 
Proposal 5: It is desirable to avoid increasing the maximum number of blind decodes as far as possible. 
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Appendix.  
Table 1: Simulation assumptions and parameters
	Parameter
	Numerical Value and Description

	System bandwidth
	10MHz

	Carrier frequency
	2 GHz

	Number of OFDM symbols for PDCCH
	3

	Channel model
	ETU

	Antenna configuration
	2Tx, 2Rx

	DCI format
	DCI format 0/1A (42 bits with CRC)

	RS overhead
	2 ports CRS, rank-4 DM-RS

	ePDCCH transmission mode
	SFBC, CL-BF

	Channel coding
	Tail-biting convolution encoding

	Feedback mode
	PUSCH mode 3-1

	CSI feedback latency
	10ms

	Channel estimation
	MMSE

	UE speed
	3km/h
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