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1. Introduction
At RAN1#69, ePCFICH related topics have been discussed and the following conclusion is given,
· Continue study/discussion on need for indicating dynamically to the UEs the PRB pairs the UEs should assume to be used for ePDCCH, and if needed, how to perform the indication (e.g. ePCFICH (how many bits needed?), DM-RS signature, …)

· Consider impact on PDSCH resource allocation, ePDCCH blocking probability, blind decodings, location of candidates comprising the search space, other factors that companies believe are relevant.

· Consider both localised and distributed ePDCCH transmission
Also an email discussion was dedicated to use of DM-RS signatures, and the final conclusion states that it is not adopted in Release 11. Continuing with our views on ePCFICH during the last meeting, in this contribution, further evaluations for the need for ePCFICH are provided and considerations for ePCFICH design are given.
2. Discussion
The main target of this proposal is to provide evidence for the necessity of ePCFICH. To achieve this, we perform simulations to compare resource efficiency with and without ePCFICH, where assumptions from [1] are mostly reused but with more realistic considerations. Also some design guidelines worth noting are given thereafter.
2.1. Motivation for ePCFICH
Similarly to PCFICH which dynamically indicates the number of OFDM symbols used for PDCCH, ePCFICH could be introduced to dynamically indicate the number of PRB pairs used for ePDCCH. In this section, we mainly consider and evaluate ePCFICH indication for distributed ePDCCH. If one ePDCCH is interleaved across all the reserved PRB pairs, it is obvious that ePCFICH will improve resource efficiency [1] in the same way as PCFICH does. On the other hand, if one ePDCCH is only distributed onto partial PRB pairs according to some frequency diversity limitation, hopefully the PRB pairs occupied by ePDCCHs could be filled up to save control channel overhead, and unoccupied PRB pairs can still be used by PDSCH. This may be the root cause for the argument against ePCFICH. To verify how many resources can be naturally saved without ePCFICH indication, we simulate an extreme case by letting ePDCCH candidates be randomly located within the reserved PRB pairs, and using a brute-force search to find the least number of PRB pairs which can accommodate all the scheduled ePDCCHs. 
A typical heterogeneous network is used to generate UE SINR distribution, where 57 macro cells are deployed each with 4 picocells in it. Detailed simulation assumptions are listed in the annex. We assume at most 8 UEs can be scheduled within each cell for each TTI. For simplicity, only DCI format 0/1A is assumed for each scheduled UE. BLER curves of random beamforming [3] are used to determine aggregation level for each UE. The multiplexing efficiency is highly related to ePDCCH search space etc., for which we make the following assumptions:
1) 16 PRB pairs are semi-statically reserved for distributed ePDCCH. They are indexed from #0 to #15 and widely spanned across the whole bandwidth
2) Each DCI is distributed onto 4 PRB pairs, i.e., frequency diversity order 4 is always guaranteed. To maximize frequency diversity gain, the most separated 4 PRB pairs are used, i.e., one DCI occupies PRB pairs {#0, #4, #8, #12}, {#1, #5, #9, #13}, {#2, #6, #10, #14} or {#3, #7, #11, #15}, as shown in Fig.1
3) One eCCE (aggregation level 1) is split into 4 parts (eREG), each located in a different PRB pair. One PRB pair is thus divided into 16 parts [2]. Aggregation levels 2, 4, 8 are constructed in a tree-like manner. Within each PRB, the parts used by higher aggregation levels are shown in Fig.2. For simplicity in this discussion, eREGs in different PRB pairs building a single DCI message are assumed to share the same index within each PRB pair. However, there may be some advantage in changing this index between PRB pairs to have a more uniform resource allocation between eCCEs.  
4) For aggregation level 1, 2, 4, 8, there are 6, 6, 2, 2 candidates respectively (as in Rel. 8)
5) Each candidate is randomly distributed onto 4 PRB pairs, while fulfilling assumptions 2) and 3)
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Fig.1 DCI mapping within reserved PRB pairs
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Fig.2 Parts used by different aggregation levels within one PRB pair
For all the possible combinations of ePDCCH multiplexing, the one with the minimum number of PRB pairs is found by brute-force search. The number of PRB pairs used for ePDCCH is gathered from all the cells and the distribution is depicted in Fig.3. For simplicity, the statistics do not include the blocking cases, where the blocking probability is only 0.7% in our simulation, which is quite small anyway and therefore this won’t have a significant effect on the final results. Following assumptions 1) – 5), the number of used PRB pairs can only vary among 4, 8, 12 and 16. It is clear from Fig.3 that the case without ePCFICH has higher probabilities for using more PRB pairs. Quantitatively, the average number of PRB pairs is 7.5 for the case without ePCFICH, while it is 5.9 for the ideal case (PRB pairs dynamically allocated to fully accommodate the required eCCEs), i.e., 1.6 PRB pairs on average can be saved by using ePCFICH. Recording the saved PRB pairs for each trial, Fig.4 gives the distribution of the PRB pairs saved by using ePCFICH. The most obvious observation is that under the considered assumptions there is a 39% chance to save 4 PRB pairs via ePCFICH per subframe. Saving 8 PRB pairs is also possible but with lower probability.
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Fig.3 Distribution of PRB pairs occupied by ePDCCH without and with ePCFICH (ideal)
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Fig.4 Distribution of PRB pairs saved by using ePCFICH
Based on the above simulation results, we have the following observation and proposal,
Observation 1: For distributed ePDCCH, the dynamic configuration of ePDCCH resource could help to reduce resource wastage.
Proposal 1:  ePCFICH should be supported to dynamically indicate the size and/or position of at least the distributed ePDCCH resources. 
2.2. Requirements and design of ePCFICH
To avoid significant additional overhead, ePCFICH should carry only a small number of bits. It may be more efficient if ePCFICH can be multiplexed into some predefined PRB pairs together with ePDCCH. Preferably, ePCFICH could utilize distributed transmission to maintain reliability and robustness, and thus be multiplexed with distributed ePDCCH. Support for distributed ePDCCH is also the envisaged use case. Since ePCFICH conveys common information to multiple UEs, antenna ports used by ePCFICH should be common to all the UEs. While for distributed ePDCCH, it may be considered to use UE-specific antenna ports to support multiplexing with localized ePDCCH, e.g. [4]

 REF _Ref331084867 \r \h 
[5]. Due to this possible conflict, if shared DM-RS are used for ePCFICH demodulation, antenna port association for ePCFICH and ePDCCH multiplexing should be taken into consideration. Details may still rely on the progressing of agreements on antenna port association for distributed ePDCCH.
As noted in [6], the multiplexing of localized ePDCCH can be significantly improved by matching the allocated PRBs for aggregation levels 1 and 2 to the ePDCCH traffic load. This resource allocation could be dynamically indicated by ePCFICH.   
Although eCSS has been put on hold until Rel.12, it is still worth noting that, if eCSS is supported, ePCFICH should be able to indicate the resource for eCSS and UE-specific search space (USSS) with distributed transmission respectively. Further, if the eCSS and USSS could be jointly interleaved to obtain better frequency diversity gain, ePCFICH could indicate a single set of resources accommodating both eCSS and USSS. 
Proposal 2: If eCSS is supported in future, ePCFICH could indicate a single set of distributed resource for both eCSS and USSS.
3. Conclusions
In this contribution, we give some analysis on the motivation and requires of introducing ePCFICH. Basically we have the following observation and proposals,
Observation 1: For distributed ePDCCH, the dynamic configuration of ePDCCH resource could help to reduce resource wastage.
Proposal 1:  ePCFICH should be supported to dynamically indicate the size and/or position of at least the distributed ePDCCH resources. 
Proposal 2: If eCSS is supported in future, ePCFICH could indicate a single set of distributed resource for both eCSS and USSS.
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Annex
Simulation assumptions and parameters
	Parameter
	Numerical Value and Description

	Macro Inter-site distance
	500m

	Carrier Frequency
	2 GHz

	Cellular Layout
	19 cell-sites × 3 sectors per cell-site with wrap around.

	Channel model
	3GPP case1

	Bandwidth
	10 MHz

	Outdoor RRH deployment
	4 RRHs per cell (sector) uniformly deployed

	UE dropping
	30 UEs dropped as Configuration 4b

	Traffic Model
	Full buffer

	Macro eNodeB transmission power
	46dBm

	Macro eNodeB antenna gain
	17dBi

	RRH transmission power
	30dBm

	Low power RRH antenna gain
	5dBi
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