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Introduction
Four single operator multi-cell scenarios in LS [1] are feasible under an assumption that DL-UL interference management mechanisms are utilized, and the multi-cell Outdoor Pico – Outdoor Pico deployment scenario was agreed by RAN1 for further evaluation. In RAN1 #68bis meeting, Intel Corporation reported a performance analysis of DL-UL interference manage and traffic adaptation in multi-cell Pico-Pico deployment scenario [2]. In this document, the evaluated interference management improves the UL packet throughput but introduces some degradation to the DL performance comparing to the case when only traffic adaptation is applied. And in all conducted evaluations the 10ms adaptation consistently outperforms the 640ms adaptation time scale.
In this contribution, we discuss the tradeoff and benefits of traffic adaptation and interference mitigation for multi-Picocell scenario. 
DL-UL Interference Mitigation
For the enhancement of entire system throughput, we consider the traffic adaptation and interference mitigation simultaneously for TDD reconfiguration in this contribution. For TDD reconfiguration, the DL-UL interference has a significant impact on the UL SINR of Pico UEs if Pico stations randomly choose transmission directions. In Figure 1, each Pico station chooses the configuration according to its UL-DL traffic condition based on Table 1. However, for example, when a Pico station with configuration 3 has a DL transmission in subframe 7, it may cause a severe interference to the neighbor Pico station with configuration 0 to receive an UL signal in subframe 7. Table 1 shows 7 configurations for LTE TDD reconfiguration. Configuration 0, 1, 2, 6 are with 5ms switch-point period, and configuration 3, 4, 5 are with 10 ms period. We observe that an UL SINR of a Pico UE is suffered much severer DL interference during the second half of one frame, since configurations with 10ms switch-point period have DL transmission from subframe 5 to 9.

Figure 1: DL-UL interference in multi-Picoell environments
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Switch-point periodicity
	Subframe number

	
	
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9

	0
	5 ms
	D
	S
	U
	U
	U
	D
	S
	U
	U
	U

	1
	5 ms
	D
	S
	U
	U
	D
	D
	S
	U
	U
	D

	2
	5 ms
	D
	S
	U
	D
	D
	D
	S
	U
	D
	D

	3
	10 ms
	D
	S
	U
	U
	U
	D
	D
	D
	D
	D

	4
	10 ms
	D
	S
	U
	U
	D
	D
	D
	D
	D
	D
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Table 1: UL-DL Configuration (Table 4.2-2 in TS 36.211) for LTE TDD
In this contribution, a method to diminish the DL-UL interference during the second half of one frame is proposed. The Pico stations which the Pico-Pico links have low pathloss are divided into a group. Then only configurations with the same switch-point period are operated within a group of Pico stations. Figure 2 shows an example. The Pico stations are divided into 3 groups and Pico-Pico links of Pico stations have low pathloss within a group. Each group decides its corporate configuration class, then a Pico station chooses its configuration from the corporate configuration class which is proximal to its traffic condition.


Figure 2: Interference Mitigation in a group structure for TDD reconfiguration
The method has two features. Since each Pico eNB is able to do its utmost to choose the configuration according to its traffic condition, the traffic adaption gain is maintained within a group. The second is that since the configurations within a group of Picocells belong to the same configuration class, the severe DL interference on UL SINR in the second half of one frame is alleviated. Although the DL interference may still cause a negative impact on UL transmissions during subframe 3, 4, 8 and 9, we think that it is a trade-off between TDD reconfiguration gain and interference mitigation. Four cases of the multi-Picocell evaluation are analyzed in this document:
1) Fixed UL-DL configuration 1 in all cells
2) Dynamic traffic adaptation without DL-UL interference management (TA);
3) Dynamic traffic adaptation with DL-UL interference management described by Intel (IMTA-Intel);
4) Dynamic traffic adaptation with DL-UL interference management described in the document (IMTA-ITRI).

Simulation Assumptions
We follow similar assumptions agreed for outdoor pico scenario in RAN1 #68bis, and the key parameters used are summarized in Table 2 (see further information in Appendix 7.1). The packet throughput and cell average packet throughput was selected as a main performance metric for current analysis. 

[bookmark: _Ref313539559]Table 2. Main parameters for traffic adaptation in multi cell Pico-Pico scenario
	File Size, [MBytes]
	FTP packet mean arrival rate in DL, [1/s]
	Adaptation time scale, [ms]
	DL/UL ratio of FTP packet arrival rate

	0.5
	[0.5, 1, 2]
	10,
	{1/1, 1/0.5}



Performance Analysis 
1.1 Cumulative Distribution Functions of Packet Throughput
In this section we analyze the packet throughput CDF with different packet arrival rates, and compare the configuration class method with the static configuration #1 case, traffic adaptation without interference management and Intel’s clustering method. The simulation results are shown in Figure 3 and Figure 4.

Figure 3: CDF of packet throughput with traffic rate DL:UL = 1:1


Figure 4: CDF of packet throughput with traffic rate DL:UL = 2:1
Observations 1:
· Similar to multi-cell scenario [2] the traffic adaptation provides DL and UL packet throughput gains, especially in a symmetrical traffic model.
· With traffic rate DL:UL=1:1, the TA, interference management combined with traffic adaptation, IMTA-Intel and IMTA-ITRI all have better performance than fixed reconfiguration case. 
－ In downlink, some degradation is observed of the two IMTA methods compared with the traffic adaptation without interference management (TA).
－ In uplink, since by IMTA-ITRI method, each Pico eNB is able to do its utmost to choose the configuration according to its traffic condition, the traffic adaption gain is maintained within a group. Furthermore, the configurations within a group of Picocells belong to the same configuration class, the severe DL interference on UL SINR in the second half of one frame is alleviated. These two special features can explain why IMTA-ITRI has much more performance gain.
· With traffic rate DL:UL=2:1, TA and the two IMTA methods have similar performance with different packet arrival rate.
－ In downlink, the TDD reconfiguration has obvious gain compared with the fixed configuration 1 case.
－ In uplink, the TDD reconfiguration has a more evident improvement compared with the fixed configuration 1 case only in a medium and high packet arrival rate,. By applying the interference mitigation, IMTA-Intel and IMTA-ITRI performs than TA.

1.2 Cell Average Packet Throughput Analysis vs. Traffic Loading

 
Figure 5: UL/DL cell average packet throughput with traffic rate DL:UL = 1:1
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Figure 6: UL/DL cell average packet throughput with traffic rate DL:UL = 2:1
The main goal of this section is to compare performance of the configuration class method with the static configuration #1 case, traffic adaptation without interference management and Intel’s clustering method. The packet throughput characteristics are shown in Figure 5 and Figure 6.
Observations 2:
· Similar to multi-cell scenario [2] the packet throughput gains are higher at low loading and medium loading. 
· In downlink, two IMTA methods have slight performance loss comparing to the traffic adaptation without interference management (TA).
－ For traffic rate DL:UL=1:1, IMTA-ITRI performs slightly worse than IMTA-Intel and TA. This is because IMTA-ITRI has more freedom in choosing configurations within a Pico group, a higher probability for a group to decide its corporate configuration class to be with 5ms switch-point period (configuration 0, 1, 2, 6), in which the DL transmission is limited. 
－ For traffic rate DL:UL=2:1, the three approaches including IMTA-Intel, IMTA-ITRI, and TA all have a traffic adaptation gain compared to fixed configuration 1 case.
· In uplink, two IMTA methods show better performance than TA.
－ For traffic rate DL:UL=1:1, IMTA-ITRI performs better than IMTA-Intel and TA. This is because IMTA-ITRI has more freedom in choosing configurations within a Pico group, a higher probability for a group to decide its corporate configuration class to be with 5ms switch-point period (configuration 0, 1, 2, 6), in which the UL transmission is assured. Due to considering the traffic adaption and interference mitigation simultaneously, IMTA-ITRI has a much better performance. 
－ For traffic rate DL:UL=2:1, the three approaches including IMTA-Intel, IMTA-ITRI and TA have similar performance resulted from the reason that fewer DL-UL collisions occur. However, their performance degrades dramatically in high loading compared to fixed configuration 1 case. This implies TDD reconfiguration has lower flexibility and severer DL interference destroy the UL transmission in an asymmetrical and high traffic loading.
The TDD reconfiguration provides substantial traffic adaptation gain at high and medium loading. By applying the interference mitigation, UL performance is generally improved, but DL throughput has a slightly degradation. If we add the DL and UL packet throughput together, it is worth noting that the overall system throughput is increased, especially for IMTA-ITRI case.

Conclusions
In this contribution, the traffic adaptation provides DL and UL packet throughput gains similar to the past work. Although in downlink, two IMTA methods have slight performance loss comparing to the traffic adaptation without interference management (TA), they show better gain than TA in uplink. Due to considering the traffic adaption and interference mitigation simultaneously, IMTA-ITRI has a much better performance in uplink with traffic rate DL:UL=1:1. If we add the DL and UL packet throughput together, it is worth noting that the overall system throughput is increased, especially for IMTA-ITRI case.
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Appendix
1.3 Simulation assumption
Table A: Simulation assumptions for multiple pico cell scenario
	Parameters
	Agreement

	Simulation Scenario
	Multi-pico cells deployed on the same frequency 

	
	

	System bandwidth
	10MHz

	Carrier frequency
	2 GHz

	Inter-site distance
	500 m     [case1 in 36.942]

	Macro deployment
	The typical 19-cell and 3-sectored hexagon system layout
[36.942].                            

	Outdoor Pico deployment
	40m radius, random deployment
[36.814]

	Number of Pico cells per sector
	4

	Minimum distance 
between outdoor Pico cells 
	40m
[36.814]

	Minimum distance between outdoor Pico and Macro
	75m

	Minimum distance 
between UE and outdoor Pico
	10m
[36.814]

	Minimum distance between UE and Macro
	35m
[36.814]

	Outdoor Pico antenna pattern
	2D, Omni-directional [36.814]

	Outdoor Pico antenna gain
	5 dBi [36.814]

	UE antenna gain
	0 dBi [36.942]

	Outdoor Pico noise figure
	13 dB [36.104]

	UE noise figure
	9 dB [36.814]

	Outdoor Pico max transmission power
	24 dBm as in [36.104]

	Macro DL power control
	Not modeled, i.e. assuming max macro Tx power 

	UE power class
	23 dBm (200 mW)
[36.814]

	 Number of UEs per  Pico cell  
	10 UEs uniformly dropped around each of the Pico cells within a radius of 40m

	User distribution
	Cluster, Photspot = 2/3

	Shadowing standard deviation between  outdoor Pico cells
	6dB
[36.814]

	Shadowing correlation between UEs
	0

	Shadowing correlation between outdoor Picos
	0.5
[36.814]

	Pathloss model
	

	Outdoor Pico to outdoor Pico 
	LOS: if R<2/3 km, PL(R)=98.4+20log10(R) [ free space loss]                                                    else, PL(R)=101.9+40log10(R), R in km [ Dual slop model TR25942 section5.1.4.3]
NLOS: PL= 40log10(R)+169.36, R in km [25.942:section 7.4.1.2.1.4 TR 101 112(ETSI):Annex B1.8.1.2] 
Case 1: Prob(R)=0.5-min(0.5,5exp(-0.156/R))+min(0.5, 5exp(-R/0.03)) [36.814: table A.2.1.1.2-3 the probobility of Relay-UE case1]

	Outdoor Pico to UE
	PLLOS(R)=103.8+20.9log10(R)    PLNLOS(R)=145.4+37.5log10(R)  
For 2GHz, R in km 
Case 1: Prob(R)=0.5-min(0.5,5exp(-0.156/R))+min(0.5, 5exp(-R/0.03)) [36.814: table A.2.1.1.2-3 Pico-UE]

	UE to UE
	If R<=50m, PL=98.45+20*log10(R), R in km
If R>50m, PL=55.78 +40*log10(R), R in m (Xia model)
[Section 7.4.1.2.1.4 of TS25942, Annex B1.8.1.2 of TR 101 112(ETSI), ETSI STC SMG2 UMTS L1#9 Tdoc 679/98]

	
	

	Time scale for reconfiguration
	10ms

	Scheduler
	FIFO

	Pico antenna configuration
	1Tx 2Rx 

	UE antenna configuration
	1Tx, 2Rx

	Adaptation method of UL-DL reconfiguration
	Based on amount of data in queue and amount of data transmitted  

	Link adaptation
	MCS selection with 10% BLER
DL based on CQI/PMI/RI reports and UL based on SRS measurement

	DL CSI feedback
	DL CSI modeled as following:
-- PUCCH mode 1-1, wideband CQI/PMI reported every 10ms
-- CSI reporting based on ideal channel estimation and ideal interference estimation in the reported subframe
-- A minumum 5ms CSI feedback delay is modeled 
-- Error free feedback

	
	UL CSI modeled as following
--1 symbol SRS per 10ms (Last UL symbol in subframe#1)
-- UL CSI based on ideal channel estimation and ideal interference estimation in the SRS subframe
-- A minimum 5 ms CSI delay is modeled 

	Channel estimation
	Ideal 

	Outdoor Pico DL power control
	No power control

	UE UL Power control
	Open loop power control

	Set of TDD UL-DL configurations
	All 7 configurations are used

	Small scaling fading channel
	Not modelde

	CP length
	normal CP in both downlink and uplink.

	Special subframe configuration
	Special subframe configuration #8

	Packet drop time
	The packet drop time is either not modeled or model according to 36.814 (i.e. 8s for 0.5MB and 32s for 2MB). Details to be provided by each company

	Receiver type
	MMSE receiver

	UL modulation order
	All modulations {QPSK, 16QAM, 64QAM} can be used as the UL modulation order

	Shadowing standard deviation between outdoor Pico and UE
	3dB for LOS and 4dB for NLOS
[ ITU-R M.2135 UMi]

	
	

	
	

	Traffic model
	Same traffic generation methodology and arriving rate as agreed in isolated cell case [R1-120080], independent traffic generation per cell.  Same arriving rate for all the cells 

	Reference TDD configuration
	TDD UL-DL configuration 1 with ratio of DL and UL arrival rate = { 1/1, 2/1}                                                           

	HARQ modeling
	A HARQ ACK/NACK is transmitted in the first available subframe after 4ms and the retransmission can happen in the first available subframe after another 4ms. In addition, a TB will be put back to the front of the data buffer if the TB has been retransmitted over the maximum number of HARQ retransmissions.

	HARQ retransmission scheme
	CC 

	Simulation cases
	1) Fixed UL-DL configuration 1 in all cells
2) Dynamic traffic adaptation without DL-UL interference management (TA);
3) Dynamic traffic adaptation with DL-UL interference management described by Intel (IMTA-Intel);
4) Dynamic traffic adaptation with DL-UL interference management described in the document (IMTA-ITRI).

	Control channel and reference signal overhead
	DL:
• Overhead for CRS according to 36.211;
• Overhead for PDCCH: 2 OFDM symbols;
UL:
• overhead for SRS defined above;
• Overhead for PUCCH: 2 PRBs;
• Overhead for UL DMRS: 2 symbols per subframe.   

	 Shadow fading for Macro-UE link
	8dB

	Cell-UE penetration loss
	20dB

	Cell-Cell penetration loss
	0dB

	UE-UE penetration loss
	20dB
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