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1 Introduction

The primary motivations for the introduction of enhanced control channels (E-CCHs) were mostly related with enabling key functionalities such as increasing capacity and providing frequency domain ICIC since, otherwise, the legacy CCHs already provide a highly robust, spectrally efficient, and proven design. 

2 Search Space Design
The search space design and associated aspects of blocking probability and resource utilization are considered in case of separate and in case of common PRB pairs for distributed and localized ePDCCHs.
2.1 Separate PRB Pairs for Distributed and Localized ePDCCHs
With separate PRB pairs for distributed and localized ePDCCHs, the operation for each transmission type can be individually defined and optimized. 

For distributed ePDCCHs, the design can be based on the one for legacy PDCCH with the total BW of the PRB pairs acting as a virtual system BW (as for R-PDCCH). An ePCFICH transmitted over a minimum number of PRB pairs for distributed ePDCCHs can control the associated overhead per subframe while requiring trivial additional overhead (e.g. 0.1%/0.2% at 20/10 MHz) [1]. As the design is based on the one for legacy PDCCH, minimal specification changes and robust and proven operation are ensured. 
For localized ePDCCHs, the design can maximize the applicability of frequency domain scheduling or beam-forming. As PRBs for localized ePDCCHs need not be linked to PRBs for distributed ePDCCHs, there are no additional restrictions in selecting the appropriate PRB pairs for localized ePDCCHs. A PRB pair not used for localized ePDCCHs may be used for PDSCH. If a PRB pair is not sufficiently utilized for localized ePDCCHs (e.g. only one localized ePDCCH is transmitted), distributed ePDCCHs or legacy PDCCH may be used instead and the PRB pair can be allocated to PDSCH. This is a form of fall-back operation and it is needed regardless of whether separate or same PRB pairs are used for distributed ePDCCHs and localized ePDCCHs [2].  
Observation 1: Using separate PRB pairs for distributed and localized ePDCCHs ensures simple specifications, optimized performance, and robust and proven operation particularly for distributed ePDCCHs.

2.2 Common PRB Pairs for Distributed and Localized ePDCCHs
Overhead minimization has been claimed to be the main/only motivation for having common PRB pairs for distributed and localized ePDCCHs. An underlying assumption is that an ePCFICH is not used as otherwise the overhead can be controlled without the restriction for collocating distributed and localized ePDCCHs in the same PRB pairs. Although explicit proposals for avoiding unnecessary ePDCCH overhead without using ePCFICH did not exist until RAN1#68bis, one possible approach is subsequently considered in order to at least perform some basic analysis for the overall ePDCCH operation in this case. 

A UE is assumed to be configured a set of PRB pairs common to distributed and localized ePDCCHs. One or more disjoint subsets of the configured set of PRB pairs can be used in a subframe depending on the total ePDCCH capacity requirements. The remaining subsets of PRB pairs can be used for PDSCH. For example, for a system BW of 20 MHz, 16 PRB pairs can be configured for ePDCCHs (somewhat less overhead than the 3 OFDM symbols for legacy PDCCHs) while 4, 8, 12, or 16 PRB pairs may actually be used per subframe (the set of 16 PRB pairs consists of 4 subsets and each subset consists of 4 PRB pairs). 

Without an ePCFICH (or without a semi-static setting of the actual PRB pairs for ePDCCHs per subframe) a UE does not know which PRB pairs (or subsets of PRB pairs) are used to transmit ePDCCHs in a subframe. 

Figure 1 illustrates the above operation and its comparison with the legacy-based operation (with an ePCFICH). In the former case, each subset of PRB pairs contains its own UE Dedicated Search Space (UE-DSS). In the latter case, a single UE-DSS exists over all PRB pairs. In subframe m, four subsets of PRB pairs are actually used for ePDCCHs. In subframe n, two subsets of PRB pairs are actually used for ePDCCHs. For operation without ePCFICH, as a UE does not know the actual number of subsets of PRB pairs for ePDCCHs, the ePDCCH candidates assigned to subsets of PRB pairs that are actually used for PDSCH are obviously wasted. This is not the case for operation with ePCFICH where regardless of the number of PRB pairs assigned to ePDCCHs, all ePDCCH candidates are preserved. 
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Figure 1: ePDCCH Search Spaces with and without an ePCFICH.
Operation without an ePCFICH has the following two implications.
First, as each subset of PRB pairs contains an individual UE-DSS (to enable ePDCCH decoding regardless of the actual number of subsets of PRB pairs in a subframe), eCCEs of an ePDCCH candidate cannot span different subsets of PRB pairs (multiple search spaces each over a reduced number of eCCEs instead of a single search space over a maximum number of eCCEs). This restriction obviously increases the blocking probability (although to what extend is unclear). 
Second, the ePDCCH candidates should be distributed over all configured subsets of PRB pairs. Consequently, whenever some subsets of PRB pairs are actually used for PDSCH in a subframe, the respective ePDCCH candidates are wasted. This will cause a much more significant increase in the blocking probability compared to the first implication as potentially a large percentage of ePDCCH candidates will not be in PRB pairs that can contain ePDCCHs. 
To avoid having PDSCHs/PUSCHs being blocked due to the respective ePDCCHs being blocked, a network scheduler will have to resort to using more PRB pairs than necessary for ePDCCHs, thereby increasing the associated overhead. However, even if a larger than necessary number of PRB pairs is used for ePDCCHs, the fundamental problem of blocking may remain due to having a small number of candidates per eCCE aggregation level.

Table 1 shows a possible partition of ePDCCH candidates to different subsets of PRB pairs. The same eCCE aggregation levels and the same number of ePDCCH candidates per eCCE aggregation level as for legacy PDCCH are assumed. Although this is only an example and other possible partitions can exist, the excessive blocking of ePDCCH transmissions is of fundamental nature and largely independent of the exact partition. In order to avoid scheduler restrictions, the ePDCCH candidates for the larger eCCE aggregation levels need to be associated with the same subsets of PRB pairs (otherwise, either all subsets of PRB pairs need to be unnecessarily used or some UEs cannot be scheduled when some other UEs are).

Table 1: A Partition of ePDCCH Candidates for various eCCE Aggregation Levels to Subsets of PRB Pairs.
	
	ePDCCH Candidates

	Aggregation Level
	PRB pairs 1-4
	PRB pairs 5-8
	PRB pairs 9-12
	PRB pairs 13-16

	1 eCCE
	2
	2
	1
	1

	2 eCCEs
	2
	2
	1
	1

	4 eCCEs
	1
	1
	0
	0

	8 eCCEs
	1
	1
	0
	0


From Table 1 and assuming 4 eCCEs per PRB pair, it becomes apparent that an ePDCCH with an aggregation level of 8 eCCEs or even 4 eCCEs can create significant blocking to other ePDCCHs in the first two subsets of PRB pairs. This is because the respective candidates need to be fully contained in these subsets of PRB pairs and there is no benefit from using additional subsets of PRB pairs. The blocking is expected to be even more significant among distributed and localized ePDCCHs although the extent will depend on the search space design (no specific proposal currently exists). 
Table 2 presents an evaluation for the blocking probability for the setup in Table 1 and for the equivalent legacy operation (single UE-DSS over all PRB pairs). The eCCE aggregation level distribution is assumed to be [1 2 4 8] ( [45% 35% 15% 5%]. The total number of ePDCCHs is assumed to be 16. The Rel-8 hashing function is assumed to determine the UE-DSS in each subset of PRB pairs and there are 4 eCCEs per PRB pair. The evaluation is a simple one; it involves only a random generation of the eCCE aggregation level for each ePDCCH depending on the above probabilities and the generation of a UE-DSS and does not involve any system level simulation. 
Table 2: Blocking Probability, Resource Utilization, and Average Overhead for Operation with/out ePCFICH.

	
	Blocking Probability
	Resource Utilization
	Overhead (PRB pairs)

	Without ePCFICH
	25.4%
	63%
	14.8

	With ePCFICH
	11.3%
	82%
	10.5


Although PRB pairs configured for ePDCCHs may in principle used for PDSCHs without having an ePCFICH, the reduction in the number of available ePDCCH candidates results to significantly increased blocking probability relative to operation with an ePCFICH. This occurs even as the number of PRB pairs used per subframe for ePDCCHs in the former case is larger than the one in the latter case as the resource utilization (affected by the large blocking probability and by the fragmentation of the search space across the subsets of PRB pairs) is poor. 
The results in Table 2 will of course be different for different setups or if particular scheduler restrictions/strategies are assumed. Nevertheless, the fundamental problem of increased blocking probability and of larger overhead when fragmenting a total search space in several individual search spaces and when wasting ePDCCH candidates will remain. 
Several variations of the search space partition in Figure 1 or Table 1 may also be envisioned for operation without ePCFICH. However, it does not seem possible that any variation of the search space partition in Figure 1 can lead to smaller blocking probability or smaller ePDCCH overhead compared to the legacy-based operation using an ePCFICH. 
Observation 2: An ePCFICH is required for minimizing ePDCCH overhead.

The results in Table 2 considered the same ePDCCH type (distributed) and for this reason are likely to be optimistic in case of having common PRB pairs for distributed and localized ePDCCHs (operation without ePCFICH). For example, although proposals for the search space design do not yet exist, a distributed ePDCCH with aggregation level of 8 eCCEs in a subset of PRB pairs may block all localized ePDCCHs with aggregation level larger than 1 eCCE but may not block such distributed ePDCCHs. It seems unavoidable that a search space design that simultaneously fulfills the different design objectives for distributed ePDCCHs (frequency/interference diversity) and localized ePDCCHs (FDS/beamforming) in a same PRB pair will be complex or will lead to suboptimal realization of the design objectives.
The coexistence of distributed ePDCCHs and localized ePDCCHs in a same PRB pair also restricts the applicability of localized ePDCCHs (regardless of whether or not an ePCFICH is used). For example, if only a subset of the configured PRB pairs is used for distributed ePDCCHs, localized ePDCCHs need to be confined in one of these PRB pairs. However, the selection of these PRB pairs may not be an unconstrained one (for example, the first and second subsets of PRB pairs in Table 1 may be used with priority) or the selected PRBs may not be appropriate for localized ePDCCHs (for example, because of suboptimal associated CSI or because of CSI unavailability in those PRB pairs). Distributed ePDCCH, instead of localized ePDCCH, may then be used which is a form of fall-back operation. This effectively necessitates splitting the ePDCCH candidates between localized and distributed ones. This will further increase the blocking probability in case distributed ePDCCHs and localized ePDCCHs coexist in same PRB pairs as more ePDCCH candidates will be wasted per subframe. 

Observation 3: Using the same PRB pairs for multiplexing distributed ePDCCHs and localized ePDCCHs is likely to increase the combined blocking probability, complicate search space design or scheduler operation, and lead to suboptimal operation for both ePDDCH transmission types. 
The coexistence of distributed ePDCCHs and localized ePDCCHs in a same PRB pair also results to increased blocking probability or to increased fragmentation due to the limitation in the number of DMRS APs. For example, if APs 7 and 8 are always associated with distributed ePDCCHs, localized ePDCCHs are restricted to using APs 9 and 10. This is the case even when there are no distributed ePDCCHs in a PRB pair as a UE cannot be aware of this event and associating localized ePDCCH candidates to APs 7 and 8 can often result in further waste of localized ePDCCH candidates (when APs 7 and 8 are used for distributed ePDCCHs). Restricting localized ePDCCHs to APs 9 and 10 can result to resource fragmentation (for example, when there are more than 2 eCCEs available for localized ePDCCHs and an aggregation level of 1 eCCE suffices) and limit the applicability of MU-MIMO using orthogonal DMRS. 
If the APs used for distributed ePDCCHs in a PRB pair are allowed to vary, for example depending on the PRB pair or on the eCCE within the PRB pair, then as all UEs having distributed ePDCCHs need to also have the same APs for their ePDCCH candidates, the search space design and scheduler operation are complicated while potential fragmentation of a PRB pair may not be avoided. Moreover, using predetermined APs for distributed ePDCCHs can also improve the respective performance is inter-subframe interpolation may then be possible [3]. 
Observation 4: Sharing the DMRS APs in a PRB pair among distributed ePDCCHs and localized ePDCCHs increases the blocking probability of resource fragmentation and practically prohibits the use of MU-MIMO. Using predetermined DMRS APs is preferred for distributed ePDCCHs.
3 Other Operational Aspects 

Separate PRB pairs for distributed and localized ePDCCHs allow for all DMRS APs in a PRB pair to be used for each ePDCCH type (distributed or localized). 
For distributed ePDCCHs, APs 8 and 10 may also transmit the same DMRS as APs 7 and 9, respectively, to improve channel estimation and the associated BLER [4, 5]. 
Having a distributed ePDCCH transmitted over all assigned PRB pairs in a subframe (and not over only 2 or 4 PRBs) also allows for proper link adaptation and for similar operational characteristics (performance, robustness) with legacy PDCCHs. Otherwise, if distributed ePDCCH link adaptation is based on wideband CSI feedback (for example, this is the only practical option for CA as DTX feedback is not supported), it can be highly inaccurate if a distributed ePDCCH is limited over only a few PRB pairs. This will necessitate a more conservative approach by the scheduler and the use of higher eCCE aggregation levels and/or power boosting (which can be either detrimental in case ePDCCHs interfere with PDSCHs or ineffective in case ePDCCHs interfere with ePDCCHs). 
In addition to worse link adaptation which may not be easily rectified, the performance loss due to worse frequency/interference diversity from limiting a distributed ePDCCH over a few PRB pairs, particularly for aggregation levels of 1 CCE or 2 CCEs that are typically most likely, will further increase the already large performance/robustness gap between distributed ePDCCH and legacy PDCCH. Even with fully uncorrelated and perfectly balanced Tx/Rx antennas, the loss of frequency/interference diversity cannot be compensated and ePDCCH performance and robust operation may be significantly compromised if typical correlations or antenna gain imbalances are assumed. 
With separate PRB pairs for distributed and localized ePDCCHs, DMRS AP allocation is straightforward. For 4 eCCEs per PRB pair for localized ePDCCH and with 4 DMRS APs per PRB pair, there are no restrictions in supporting aggregation level of 1 eCCE (which is more likely for localized ePDCCHs due to the higher associated SINRs) or MU-MIMO for localized ePDCCHs, blocking probability is reduced, and DMRS AP allocation is simple. Moreover, Common Search Space (CSS) support by ePDCCH would be simple as separate scrambling sequences could be assigned to distributed and to distributed ePDCCHs (UE-common sequence for reception of DCI formats with SI/RA/P RNTI without relying on RRC configuration) and to localized ePDCCHs (UE-specific sequence).

Observation 5: Separate PRB pairs for multiplexing distributed ePDCCHs and localized ePDCCHs are preferable for performance and spectral efficiency gains and for ensuring robust ePDCCH operation. 

Regardless of whether CSS is supported by ePDCCH in Rel-11, the ePDCCH design should be such that it allows for this functionality to be introduced either in Rel-11 or in a later release. As distributed ePDCCHs are the likely choice for CSS support, supporting localized ePDCCHs in the same PRB pairs is not useful and can only lead to unnecessary inefficiencies and restrictions. 
Similar, although the support of ePHICHs is not yet decided, there is no apparent reason for not following the legacy PHICH design in case ePHICHs are supported [6]. This is most efficiently achieved by using separate PRBs for distributed ePDCCHs and localized ePDCCHs and having a resource unit of one or a few REs for distributed ePDCCHs. The same applies for the support of an ePCFICH.   

Observation 6: Separate PRB pairs for multiplexing distributed ePDCCHs and localized ePDCCHs are preferable for supporting CSS, ePHICH, and ePCFICH. 

4 Conclusions

This contribution considered the trade-offs associated with the use of separate or same PRB pairs for transmitting distributed ePDCCHs and localized ePDCCHs. Transmitting distributed ePDCCHs and localized ePDCCHs in separate PRB pairs includes at least the following advantages:
a) Optimum performance for both distributed ePDCCHs and localized ePDCCHs.

b) Minimized blocking probability for better resource utilization and system throughput.

c) Simple search space design re-using legacy principles for minimized specification/testing efforts.

d) Minimized overhead due to ePCFICH and due to minimized blocking probability.

e) Functional link adaptation for distributed ePDCCHs (and without varying eCCE size).

f) Legacy-based multiplexing for eCSS and ePHICH/ePCFICH in PRB pairs assigned to distributed ePDCCHs.

g) Proven operation for distributed enhanced control channels.

Proposal: Transmissions of distributed ePDCCH and localized ePDCCHs shall be in separate PRB pairs. 
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